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ABSTRACT
Various incremental evaluation strategies for Datalog have been

developedwhich reuse computations for small input changes. These

methods assume that incrementalization is always a better strategy

than re-computation. However, in real-world applications such

as static program analysis, re-computation can be cheaper than

incrementalization for large updates.

This work introduces a novel elastic incremental approach that

has two different strategies that can be selectively applied. We call

the first strategy a Bootstrap strategy that recomputes the entire

result for high-impact changes, and the second is an Update strategy
that performs an incremental update for low-impact changes. Our

approach allows for a lightweight Bootstrap strategy that is suitable

for high-impact changes, with the trade-off that Update may require

more work for small changes. We demonstrate our approach on real

world applications and compare our elastic incremental approach

to existing methods.
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1 INTRODUCTION
Logic languages such as Datalog have seen wide-spread adoption

in recent years in areas such as static program analysis [2, 6, 9, 11],

declarative networking [4, 17, 42], security analysis [29], busi-

ness applications [3] and machine learning [24]. The main reasons

for the wide-spread adoption have been the availability of high-

performance logic engines [3, 14, 19] and the ease of expressing

programs declaratively, i.e., computations can be expressed suc-

cinctly, providing means for rapid prototyping of scientific and

industrial applications.

The standard evaluation strategy for Datalog programs is to find

the resulting output when given a set of facts and logical rules. The

facts are the input to the logical computation defined by the rules,

and the output is the logical result of the computation.
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However, it has been observed [23, 27] that many real-world

applications re-compute most of their results with slight variations

of their input. Hence, several state-of-the-art Datalog engines have

proposed incremental evaluation techniques [21, 23, 26] to facilitate

streaming, i.e., the evaluation uses the previous result with a given

change in its input.

Successful applications of incremental Datalog have operated

on several assumptions: (1) that the impact, i.e., number of overall

tuple changes, is proportional to the update size, and (2) that the

use case exhibits a continuous stream of small impact updates.

Indeed for several use cases [27] these assumptions tend to hold.

However, for other notable use cases such as program analysis in a

continuous integration/continuous delivery (CI/CD) setup [7, 8, 38]

these assumptions do not hold.

Static analyses written in Datalog can consist of hundreds or

thousands of highly recursive rules and relations [6, 10]. Due to the

complexity of the ruleset, one can no longer assume that update

size is proportional to impact size. For example, in our experimental

evaluation on the Doop program analysis framework, we found

large variability in the impact of updates. This can be explained by

the connectivity of points-to analyses, where even small changes

in the input may substantially change pointer sets of variables.

Moreover, when static analyzers are deployed in CI/CD pipelines

there is no guarantee that updates will be structurally small. For

instance, when the code base is updated, the initial change is often

a refactor or a new feature implementation. Such code changes

typically result in large changes to the input of an analysis. These

changes may then be followed by smaller changes as a result of

minor review suggestions, but as we show, even these smaller input

changes cannot ensure small impacts. Thus, we argue the success

of incremental evaluation techniques on such use cases requires

minimizing the overhead of evaluating large impact updates.

Consider Fig. 1a that illustrates a generic incremental computa-

tion setup. Given a Datalog program 𝑃 and two inputs 𝐸1 and 𝐸2,

also known as Extensional Database (EDB). A standard batch-mode
evaluation runs the program 𝑃 with 𝐸1 and 𝐸2 independently, to

produce the results 𝐼1 and 𝐼2, also known as Intensional Database

(IDB). However, assume that only a small portion of the input (de-

noted by Δ𝐸) and output (denoted by Δ𝐼 ) changes in 𝐸2 and 𝐼2.

In such a scenario, we assume that many computations for pro-

ducing 𝐼2 are repeated. An incremental evaluation Δ𝑃 can recycle

computations from a previous evaluation. The functional block of

an incremental evaluation [21, 23, 26] is illustrated in Fig. 1b. A

Computational State 𝜎1 encodes the previous computations for 𝐼1
in a special format so that the computations can be reused. With

state 𝜎1 and the change in input Δ𝐸, the incremental evaluation

1
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(c) Stream Processing with Incremental

Figure 1: Batch-mode vs. Incrementalized Evaluation

produces the output 𝐼2 and the new computational state 𝜎2. The

streaming setup of incremental evaluation is shown in Fig. 1c. A

series of updates to the EDB is provided over time via Δ𝐸𝑖 . We call

one stage in the stream an epoch. For the first epoch, we use the
empty state as computational state and 𝐸1 as Δ𝐸1 to produce 𝐼1 and
the state 𝜎1. Any subsequent change Δ𝐸𝑖 in the EDB is processed

by using the previous computational state 𝜎𝑖−1 to generate 𝐼𝑖 .

State-of-the art incremental evaluation frameworks [23, 25, 26]

use a comprehensive computational state so that small updates can

be performed efficiently. Because of their comprehensive compu-

tational state, initiating a stream with current frameworks can be

prohibitively slow and cannot be used to react to large updates. For

example, when a static program analysis seeks to reuse previous

computations for a large code refactoring, significant portions of

the control flow graph may have been replaced. In such a use case,

an incremental evaluation will essentially perform two computa-

tions, one to delete the old control flow graph, and one to compute

the new control flow graph with additional overheads caused by

the incrementalization. Therefore, these heavyweight updates are

better served by an evaluation strategy that is closer to standard

batch-mode evaluation augmented with state for the future updates

to be performed incrementally.

In this work, we propose an elastic incremental evaluation scheme

called Bootstrap-Update. Our approach has two distinct strategies to

evaluate an update: a specialized Bootstrap denoted as 𝑃𝑏 (Fig. 2a),

and Update denoted as 𝑃𝑢 (Fig. 2b). The specialized Bootstrap resem-

bles an augmented batch-mode evaluation that produces the com-

putational state from scratch to allow subsequent updates, whereas

Update is an incremental evaluation strategy.

Our approach proposes a novel sparse encoding that maintains a

lightweight state 𝜎 . Our state exhibits a worst-case space complexity

of O(|𝐼 |) (i.e. linear in the size of the output) whereas existing

incremental encodings [23, 26], have a worst-case space complexity

of O(𝑚 |𝐼 |) where𝑚 is the number of fixpoint iterations in the semi-

naive evaluation algorithm [1]. Our lightweight state allows for

an accelerated Bootstrap algorithm that can handle high-impact

updates by efficiently recomputing the state from scratch, with

the trade-off that the Update strategy may require more work for

smaller updates. Furthermore, we provide a simple heuristic for

𝑃𝑏

𝜎𝑘

𝐸𝑘

𝐼𝑘

(a) Bootstrap Strategy

𝜎𝑘−1

𝑃𝑢

𝜎𝑘

Δ𝐸𝑘 𝐼𝑘

(b) Update Strategy

∅

𝐸1

𝑃𝑏

Δ𝐸2

𝐼1

𝑃𝑢

Δ𝐸3

𝐼2

𝑃𝑢

𝐼3

𝐸4

𝑃𝑏

Δ𝐸5

𝐼4

𝑃𝑢 . . .

𝐼5

(c) Elastic Streaming

Figure 2: Elastic Incremental Evaluation

choosing the appropriate strategy: we rerun the bootstrap when

the incremental update takes more than a fraction (as a switching
parameter) of the last bootstrap’s runtime. This switching parameter

typically depends on the behavior of each individual application,

and how large a typical update is for that application. Our solution

operates under the insight that if we have comparable performance

with batch mode Datalog evaluation on large impact updates and

a small slow down on low impact updates we will have an overall

net gain by selective application of incremental evaluation.

We have integrated our elastic Bootstrap-Update incremental

evaluation in the open source high performance Datalog compiler

Soufflé [20]. We have performed an extensive evaluation on a num-

ber of use cases which show the utility of our approach when

compared to existing techniques on both large and small updates.

We also provide a discussion of the practical considerations for

building incremental evaluation in Soufflé that include relational

data structures, parallelization and scheduling strategies.

In summary, we make the following contributions in this paper:

(1) We present a new problem - that incremental evaluation

should be elastic, i.e., it should be sensitive towards the im-

pact of an update.

(2) We present a novel incremental evaluation, using a sparse

proof counting encoding, exhibiting superior performance

and lower memory overhead for elastic use cases.

(3) We extend Soufflé, an open-source Datalog evaluation engine

for elastic incremental evaluation and propose several engine

optimizations for superior performance.

(4) We provide an extensive experimental evaluation validating

the utility of our contribution.

2 BACKGROUND
In this section, we provide an example to explain the background

of Datalog evaluation.

2.1 Example: Datalog Pointer Analysis
We present an example Datalog program analysis that computes

the pairs of variables that may alias in a source program.

Figure 3a shows an fragment of object-oriented source code,

which is encoded in the form of relations in Figure 3b, and repre-

sented diagrammatically in Figure 4. From this encoded relational
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L1: a = new O();
L2: b = a;

L3: c = new P();
L4: d = new P();

L5: c.f = a;
L6: e = d.f;
L7: b = c.f;
L8: a = b;

(a) Input Program

new(a, L1).
assign(b, a).

new(c, L3).
new(d, L4).

store(c, f, a).
load(e, d, f).
load(b, c, f).
assign(a, b).

(b) EDB Tuples

vpt(Var, Obj) :- new(Var, Obj). //r1
vpt(Var, Obj) :- assign(Var, Var2),

vpt(Var2, Obj). //r2
vpt(Var, Obj) :- load(Var, Y, F),

store(P, F, Q),
vpt(Q, Obj),
vpt(P, Obj2),
vpt(Y, Obj2). //r3

alias(Var1, Var2) :- vpt(Var1, Obj),
vpt(Var2, Obj). //r4

(c) Datalog Pointer Analysis

Figure 3: Program Analysis Datalog Setup
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Figure 4: Pointer Input Diagram

representation of the source program, a (field sensitive but flow-

insensitive [37]) pointer analysis is written in Datalog, in Figure 3c.

In this analysis, the input relations (also known as extensional data-

base, or EDB) are new, assign, load, and store, each of which

represent a certain type of operation in the source program. During

the analysis, the Datalog specification computes output relations

(also known as intensional database, or IDB) vpt, which relates vari-
ables and the objects that they point to, and alias, which relates

pairs of variables which may point to the same object.

This logic specification consists of four rules (here labelled r1
through r4). Each rule is a Horn clause consisting of two parts: the

predicate on the left of the implication sign (:-) is the head, and the
set of predicates on the right is the body. Each predicate consists

of a relation name and a sequence of constants and variables of

appropriate arity. For example, the rule

vpt(Var,Obj) :- assign(Var,Var2), vpt(Var2,Obj).

has the predicate vpt(Var,Obj) as the head, and the two predicates
assign(Var,Var2) and vpt(Var2,Obj) as the body. Negation and
constraints are omitted for now, but are discussed in more detail in

Section 3.3.

A predicatemay be instantiated, where all its variables aremapped

to constants to form a tuple. An instantiated rule is a rule where

each predicate is instantiated, such that the variable mappings

are compatible between all the predicates. A Datalog rule is read

from right to left as a universally quantified implication: “for all

rule instantiations, if every tuple in the body is derivable, then the

corresponding tuple for the head is also derivable”.

2.2 Semi-Naïve Evaluation
To evaluate a Datalog specification, modern engines use a bottom-
up approach, which begins from the input tuples, and in each step

attempts to derive more tuples using an immediate consequence
operator Γ𝑃 (𝐼 ) = 𝐼 ∪ {𝑡 | 𝑟 = 𝑡 :- 𝑡1, . . . , 𝑡𝑛, each 𝑡𝑖 ∈ 𝐼 } such that 𝑟

is a valid instantiation of a rule in 𝑃 with each 𝑡𝑖 ∈ 𝐼 . The evaluation
ends when a fixed-point is reached. Many Datalog solvers improve

on this bottom-up strategy by utilizing semi-naïve evaluation. Semi-

naïve evaluation proposes twomain optimizations: (1) Stratification:

the Datalog specification is split into strata. Firstly, a precedence
graph of relations is computed, where for relations 𝑅

body
and 𝑅

head
,

there is an edge from 𝑅
body

to 𝑅
head

if 𝑅
body

appears in the body

of a rule with 𝑅
head

in the head. Then, each strongly connected

component of the precedence graph forms a stratum. Each stratum

is evaluated in a bottom-up fashion as a separate fixpoint compu-

tation in order based on the topological order of SCCs. The input

to a particular stratum is the relations in the previous strata in

the precedence graph. (2) New knowledge optimization: within

a single stratum, the evaluation is optimized in each iteration by

considering the new tuples generated in the previous iteration. A

new tuple is generated in the current iteration only if it directly

depends on tuples generated in the previous iteration, therefore

avoiding the recomputation of tuples already computed in prior

iterations.

The standard semi-naïve evaluation is presented in Algorithm 1

for a single stratum. The inputs for the algorithm are 𝐸, the input

set of tuples (since this is a single stratum, the input may be EDB

tuples, or tuples from earlier strata), and 𝑃 , the set of Datalog rules

forming the stratum.

Algorithm 1 Semi-Naïve(𝐸, 𝑃 )

1: Δ0 ← 𝐸

2: for all 𝑘 ∈ {1, 2, . . .} do
3: 𝐼𝑘−1 ←

⋃
0≤𝑖<𝑘 Δ𝑖

4: Δ𝑘 ← Π𝑃 [𝐼𝑘−1 | Δ𝑘−1] \ 𝐼𝑘−1
5: if Δ𝑘 = ∅ then
6: return 𝐼𝑘−1

This algorithm begins by initializing the delta and the full set

of tuples from the input (line 1). In the fix-point loop, line 4 is the

critical line, evaluating the Datalog rules. This line uses notation

3
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adapted from [26], which introduces a rule evaluation operator, Π,
where

Π𝑃 [𝐼 | Δ] =
{
𝑡

���� 𝑡 :- 𝑡1, . . . , 𝑡𝑛 is instantiation of rule in 𝑃 where

{𝑡1, . . . , 𝑡𝑛} ⊆ 𝐼 and {𝑡1, . . . , 𝑡𝑛} ∩ Δ ≠ ∅

}
Here, Π𝑃 finds the head tuples of all rules in 𝑃 instantiated from

tuples in 𝐼 , where at least one body tuple also exists in Δ. For the
rest of this paper, the program 𝑃 is omitted from Π𝑃 where it is

clear. The dependence on Δ is the new knowledge optimization in

semi-naïve evaluation. By requiring that at least one body tuple for

each rule derivation is contained in Δ𝑘−1, the algorithm ensures

that new tuples are only generated from tuples that were new in

the previous iteration.

Algorithm 1 continues by merging the newly discovered tuples

into the full relation (line 3), and if a fix-point has been reached

(i.e., no new tuples are generated), then the evaluation ends (line 5).

As a concrete example of semi-naïve evaluation, consider the

recursive stratum containing vpt in the running example. In the ini-

tialization phase, the algorithm simply copies the inputs. Therefore,

in iteration 0,

Δ0 = 𝐼0 =

{
new(a, L1), new(c, L3), new(d, L4), assign(a, b),
assign(b, a), store(c, f, a), load(e, d, f), load(b, c, f)

}
In iteration 1, note that the vpt relation is empty in 𝐼0. Therefore,

only the non-recursive rule r1 can be applied, generating

Δ1 = {vpt(a, L1), vpt(c, L3), vpt(d, L4)}
𝐼1 = 𝐼0 ∪ Δ1

Using 𝐼1 and Δ1, the algorithm can now apply the recursive rules

of vpt as well. Rule r1 no longer applies, since there are no tuples

from relation new in Δ1. From rule r2, we can derive vpt(b,L1)
from the instantiation vpt(b,L1) :- assign(b,a), vpt(a,L1).
From rule r3, we can again derive vpt(b,L1), from vpt(b,L1) :-
load(b,c,f), store(c,f,a), vpt(a,L1), vpt(c,L3), vpt(c,L3).
Therefore, these two derivations generate the same tuple, and so,

Δ2 = {vpt(b, L1)}
𝐼2 = 𝐼1 ∪ Δ2

In iteration 3, rule r2 can generate vpt(a,L1). However, this
tuple is already contained in 𝐼2, and therefore 𝐼3 = 𝐼2 and a fixpoint

is reached.

2.3 Incremental Datalog Evaluation
Incremental evaluation refers to a procedure to update the result of
the Datalog computation given some changes in the input, without

performing a full recomputation. An incremental evaluation pro-

ceeds in epochs, where each epoch represents one round of updates,

i.e., inserting/deleting tuples from the input, and computing the

new result and state. We refer to the inserted and deleted tuples as

the diff. For the workflow in Fig. 2c, each 𝐼𝑘 represents the result

of epoch 𝑘 , and each Δ𝐸𝑘 represents the corresponding diff. To

summarize, the central problem of incremental evaluation is as

follows:

Definition 2.1 (Incremental Evaluation). Given a Datalog program
𝑃 , an input data set 𝐸, the result 𝑃 (𝐸), an insertion set 𝐸+ and a

deletion set 𝐸−, compute the result 𝑃 ((𝐸 ∪ 𝐸+) \ 𝐸−).

The cost of an update is usually measured by its impact. Typically

high impact changes result in more computation overhead.

Definition 2.2 (Incremental Update Impact). The impact of an

update is the number of IDB tuples changed as a consequence of

the update i.e., Δ𝐼 .

We note that while the state-of-the-art incremental evaluation

strategies, such as DRed [13], its related strategies [15, 16, 26], and

counting-based algorithms [23, 25] have proven worthwhile for ap-

plications where each update has a small impact on the computed

result, we have observed that this assumption does not hold in gen-

eral for all incremental workloads. For a concrete example, consider

our running example. We may remove the line L6 in Figure 3a as

part of an update to the software. This removed line would result

in the input tuple load(e,d,f) being removed. From the graph

in Figure 4, this only affects a single edge, and does not affect the

connected component containing a, b, and c. Therefore, computing

the result after performing this update should take advantage of

this separation, and this update has small impact. However, imag-

ine also removing the line L1 as part of the same software update.

Then, the input tuple new(a,L1) would be deleted, and both con-

nected components in Figure 4 would be affected. This results in

an update with large impact, where half of the tuples in vpt are

deleted, and all of the tuples in alias are deleted. In these situations,
where both small and large updates may be present, state-of-the-art

incremental evaluation strategies may not be effective.

3 ELASTIC INCREMENTAL EVALUATION
This section describes our algorithms for elastic incremental evalu-

ation. Recall from Fig. 2 that we have two evaluation procedures,

one to initialize the computation state and one to incrementally

update it. We call these evaluations Bootstrap and Update strategies,
respectively (see Fig. 2c). Our Bootstrap strategy mimics a standard

semi-naïve evaluation that also computes the computational state

to allow subsequent updates. The bootstrap strategy either initi-

ates the streaming or is a restart strategy for large updates. Recall

that the update strategy needs a notion of computational state 𝜎 ,

which is carried from one epoch to the next. Traditionally, this

computational state involves a long vector of numbers per tuple

in the IDB [23, 25], where each number represents a count in each

iteration of the fix-point computation. In the worst case, the length

of the vector is determined by the number of iterations𝑚 in the

fix-point computation. Hence, the state may exhibit a worst-case

space complexity of O(𝑚 |𝐼 |) where |𝐼 | is the size of the output.
Our approach maintains a lightweight state, where each tuple is

associatedwith a sparsified version of the traditional state, maintain-

ing only two numbers per tuple. Its worst-case space complexity is

O(|𝐼 |). Our lightweight computational state 𝜎 shortens the runtime

of the Bootstrap evaluation so that it can be used for high-impact

updates with the trade-off that the Update evaluation strategy may

require more work. When given an incremental update, we provide

a heuristic for switching between both strategies. Apart from the

initial epoch, we first attempt using the Update strategy. If it times

out (the time-out is set to some fraction using a switching param-
eter of the previous Bootstrap’s runtime strategy), we discard its

partial state and produce the output and the computational state

4
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from scratch using Boostrap. The time-out is dependent on the

application and needs to be fine-tuned appropriately.

The computational state of our approach is formed by two num-

bers per tuple: The first number is a proof count (the number of

ways that the tuple can be derived in the iteration when it can be

deduced the first time), and the second number is the iteration in

which the tuple is first derived.

We introduce some notation for describing our approach. We

define a sequence of sets ⟨𝐷1, 𝐷2, . . .⟩ where set 𝐷𝑘 denotes the

set of rule instantiations. Set 𝐷𝑘 = {(𝑡 :- 𝑡1, . . . , 𝑡𝑛)} contains all
the rule instantiations that are computed in iteration 𝑘 . The proof

support count of tuple 𝑡 in iteration 𝑘 is the number of rule instan-

tiations (𝑡 :- 𝑡1, . . . , 𝑡𝑛) whose head is 𝑡 . For the sake of simplicity,

we defineN#
as a sequence of counting multisets for describing the

proof support of tuples. We use the standard definition of multisets,

where each N#

𝑘
= {(𝑡 ↦→ 𝑐)} denotes the number of rule instanti-

ation 𝑡 :- 𝑡1, . . . , 𝑡𝑛 for tuple 𝑡 in 𝐷𝑘 . For notational convenience,

we will express the elements with multiplicities 𝑡 ↦→ 𝑐 as 𝑡𝑐 .

3.1 Bootstrap Algorithm
The Bootstrap algorithm is a specialized counting algorithm for

efficiently computing the sequence of multisets from scratch mim-

icking a semi-naive evaluation producing the computational state

as a side-effect. For example, consider our running example. In the

initial phase, the input 𝐸 becomes iteration 0, where the counting

semantics mean that every tuple has a count of 1. Therefore,

N#

0
=

{
new(a, L1)1, new(c, L3)1, new(d, L4)1, assign(a, b)1,
assign(b, a)1, store(c, f, a)1, load(e, d, f)1, load(b, c, f)1

}
In iteration 1, we apply the non-recursive rule r1. In this case, all

tuples have a count of 1:

N#

1
=
{
vpt(a, L1)1, vpt(c, L3)1, vpt(d, L4)1

}
In iteration 2, however, the counting semantics causes a diver-

gence from the standard semi-naïve evaluation. Recall that the tuple

vpt(b,L1) is derivable from two rules:

(1) vpt(b, L1) :- assign(b, a), vpt(a, L1), and
(2) vpt(b, L1) :- load(b, c, f), store(c, f, a), vpt(a,

L1), vpt(c, l3), vpt(c, l3)

Therefore, vpt(b, L1) has a count of 2 in iteration 2:

N#

2
=
{
vpt(b, L1)2

}
In iteration 3, no new tuples are derivable. Therefore, a fixpoint

has been reached, and the Datalog evaluation ends.

We present the bootstrap algorithm in Algorithm 2. The main

extension from the standard semi-naïve evaluation (Algorithm 1)

is that the algorithm generates N#
, the sequence of multisets, in

contrast to the standard sets in standard semi-naïve. To compute

these multisets, we first introduce a version of the rule evaluation

operator that computes sets of rule instantiations:

Π𝐷
𝑃 [𝐼 | 𝐼in] ={
(𝑡 :- 𝑡1, . . . , 𝑡𝑛)

���� 𝑡 :- 𝑡1, . . . , 𝑡𝑛 in 𝑃 where {𝑡1, . . . , 𝑡𝑛} ⊆ 𝐼

and {𝑡1, . . . , 𝑡𝑛} ∩ 𝐼in ≠ ∅

}

From the Π𝐷
𝑃
operator, we can define a counting version:

Π#

𝑃 [𝐼 | 𝐼in] ={
𝑡𝑣

�� 𝑣 = #rule instantiations (𝑡 :- 𝑡1, . . . , 𝑡𝑛) ∈ Π𝐷
𝑃
[𝐼 | 𝐼in]

}
where 𝑣 is the number of ways that the tuple 𝑡 can be derived.

Algorithm 2 presents the light-weight bootstrap algorithm for

a single stratum. Its structure is almost identical to the standard

semi-naïve evaluation algorithm. The main difference for Bootstrap

is that it maintains a separate sequence of multisetsN#
, where each

N#

𝑘
is similar to Δ𝑘 of semi-naïve, and contains all the new tuples

computed in iteration 𝑘 . The algorithm begins by initializing N#

0

to be equal to 𝐸 (line 1). Here, the assignment of a set to a multiset

is defined as N#

0
= {(𝑡1) | 𝑡 ∈ 𝐸}, where every element of 𝐸 is

taken with a count of 1. In the fixpoint loop, the algorithm first

creates a set projection of the current iteration’s multiset (line 3),

where the operator taking the support of a multiset is defined as

Supp(N#

𝑘−1) = {𝑡 | (𝑡
𝑐 ) ∈ N#

𝑘−1 and 𝑐 > 0}. Intuitively, Supp(N)
is the set of tuples in N with count greater than 0. The algorithm

also computes the full state of the relations up to iteration 𝑘 − 1
(line 4), in the same way as the semi-naïve algorithm. These two

auxiliary sets, 𝐵𝑘−1 and 𝐼𝑘−1, are used in the rule evaluation on

line 5. This rule evaluation computes all tuples that are new in the

current iteration. The set minus operation is an abuse of notation,

operating as a filter to exclude any tuples that were computed in

earlier iterations. The algorithm exits if there are no new tuples

generated in the current iteration, returning the evaluation state

(𝐸,N#) (line 6).

Algorithm 2 Bootstrap(𝐸)

1: N#

0
← 𝐸 ⊲ N#

0
← {(𝑡1) | 𝑡 ∈ 𝐸}

2: for all 𝑘 ∈ {1, 2, . . .} do
3: 𝑁𝑘−1 ← Supp(N#

𝑘−1)
4: 𝐼𝑘−1 ← ∪0≤𝑖≤𝑘−1𝐵𝑖
5: N#

𝑘
← {(𝑡𝑣) ∈ Π# [𝐼𝑘−1 | 𝐵𝑘−1] | 𝑡 ∉ 𝐼𝑘−1}

6: if Supp(N#

𝑘
) = ∅ then

7: return (𝐸,N#)

Correctness. To demonstrate the correctness of Algorithm 2, we

need to show that it computes the same resulting set of tuples as

standard semi-naïve evaluation (Algorithm 1). To do this, we need

to demonstrate two basic properties: (a) each 𝑁𝑘 of Bootstrap is

equal to Δ𝑘 of semi-naïve, and (b) both Bootstrap and semi-naïve

evaluation terminate after the same number of iterations. To show

this, we introduce the following lemma:

Lemma 3.1. Given a Datalog program 𝑃 , for all 𝐴, 𝐵 such that
𝐵 ⊆ 𝐴, Supp(Π#

𝑃
[𝐴 | 𝐵]) = Π𝑃 [𝐴 | 𝐵].

This property can be shown since a tuple 𝑡 ∈ Π𝑃 [𝐴 | 𝐵] if and
only if there is a rule instantiation that computes it. If this is the

case, then the same rule instantiation also fits Π#

𝑃
[𝐴 | 𝐵] with a

count of at least one. As a corollary, we can show that Bootstrap and

semi-naïve both produce the same set of tuples in each iteration.

Lemma 3.2. Given a Datalog program 𝑃 and an input set 𝐸, each
𝐼𝑘−1 of Bootstrap is equal to 𝐼𝑘−1 of semi-naïve.
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This can be shown by an induction over 𝑘 , since Supp(N#

𝑖
) =

Δ𝑖 (from Lemma 3.1) for each iteration 𝑖 , then the result in each

iteration must be identical to semi-naïve. Note that both Bootstrap

and semi-naïve terminate after the same number of iterations since

Supp(N#

𝑖
) = Δ𝑖 for every iteration 𝑖 , and therefore Supp(N#

𝑖
) = ∅

if and only if Δ𝑖 = ∅. Therefore, both algorithms terminate after

the same number of iterations, and thus produce the same set of

resulting tuples.

The computational state generated by Bootstrap is sparse since a

tuple can only be contained at most in a single setN#

𝑖
. The exclusion

clause in Line 5, i.e., 𝑡 ∉ 𝐼𝑘−1, ensures that property.

3.2 Incremental Update Algorithm
The Update algorithm is a procedure that takes a computational

state, either computed by Bootstrap or by a previous Update, and a

set of changes to the inputs. The algorithm updates the computa-

tional state to reflect the changes that result from the input changes

and produces the output for the epoch.

At a high level, there are two cases for how a tuple update is

handled: (1) A tuple is inserted if it is the head of an instantiated

rule where either (a) one of the tuples in the body of the rule is

newly inserted in the current epoch, (b) the same head tuple was

deleted in a prior iteration and there is an alternative derivation

in the current iteration. (2) A tuple is deleted if it is the head of an

instantiated rule where either (a) one of the tuples in the body of the
rule is deleted in the current epoch, or (b) an alternative derivation

is found for the tuple in an earlier iteration current epoch.

The incremental update algorithm also introduces extended no-

tation over Bootstrap. The rule evaluation notation, Π𝑃 [𝐼 | 𝐼in],
denotes tuples resulting from rules in 𝑃 instantiated from 𝐼 , with at

least one body tuple also in 𝐼in. This is extended with

Π#

𝑃 [𝐼 | 𝐼1 | 𝐼2] ={
𝑡𝑣

����� 𝑣 = number of rule instantiations 𝑡 :- 𝑡1, . . . , 𝑡𝑛
in 𝑃 where {𝑡1, . . . , 𝑡𝑛} ⊆ 𝐼 and {𝑡1, . . . , 𝑡𝑛} ∩ 𝐼1 ≠ ∅
and {𝑡1, . . . , 𝑡𝑛} ∩ 𝐼2 ≠ ∅

}
This notation derives tuples from rule instantiations where at least

one body tuple is from 𝐼1, and also at least one body tuple is from

𝐼2. In Update, 𝐼1 and 𝐼2 would be the deltas from semi-naïve eval-

uation and the diffs from the incremental update, allowing it to

compute tuples that are newly changed in the current iteration of

the current epoch. Additionally, the algorithm uses ⊕ and ⊖, the
standard multiset addition and subtraction operators for operations

involving multisets.

The update algorithm computes the updates to the sequence

of multisets N#
, which result from applying the insertions and

deletions to the input. The algorithm also makes use of a number

of auxiliary sets: 𝐼𝑜
𝑘
and 𝐼𝑘 maintain the full sets of tuples up to

iteration 𝑘 for the previous and current epoch respectively, 𝐼−
𝑘
and

𝐼+
𝑘
maintain the tuples that are deleted and inserted respectively

up to iteration 𝑘 , and 𝑁𝑜
𝑘
and 𝑁𝑘 are the simple set projections of

N#𝑜
𝑘

and N#

𝑘
and store the tuples that are new in iteration 𝑘 in the

previous and current epoch respectively.

Algorithm 3 is presented for a single stratum, and takes the state

the previous epoch (𝐸,N#𝑜 ), and the incremental update (𝐸−, 𝐸+)
consisting of a set of tuples to be deleted and a set of tuples to

Algorithm 3 Update( (𝐸,N#𝑜 ), (𝐸−, 𝐸+) )
Ensure: 𝐸− ⊆ 𝐸, 𝐸 ∩ 𝐸+ = ∅
1: N#

0
← 𝐸 \ 𝐸− ∪ 𝐸+

2: 𝐼−
0
← 𝐸−

3: 𝐼+
0
← 𝐸+

4: for all 𝑘 ∈ {1, 2, . . .} do
5: 𝑁𝑘−1 ← Supp(N#

𝑘−1)
6: 𝑁𝑜

𝑘−1 ← Supp(N#𝑜
𝑘−1)

7: 𝐼𝑘−1 ← ∪0≤𝑖≤𝑘−1𝑁𝑖

8: 𝐼𝑜
𝑘−1 ← ∪0≤1≤𝑘−1𝑁

𝑜
𝑖

9: N#

𝑘
← N#𝑜

𝑘
⊖(Π# [𝐼𝑜

𝑘−1 | 𝑁
𝑜
𝑘−1 | 𝐼

−
𝑘−1] \ 𝐼

𝑜
𝑘−1)

⊕(Π# [𝐼𝑘−1 | 𝑁𝑘−1 | 𝐼+𝑘−1] \ 𝐼𝑘−1)
⊕(𝐼−

𝑘−1 ∩ Π# [𝐼𝑜
𝑘−1 ∩ 𝐼𝑘−1 | 𝑁𝑘−1] \ 𝐼𝑘−1)

10: N#

𝑘
← {(𝑡𝑣) ∈ N#

𝑘
| 𝑡 ∉ 𝐼+

𝑘−1}
11: 𝐼−

𝑘
← (𝐼−

𝑘−1 \ 𝑁𝑘 ) ∪ (𝑁𝑜
𝑘
\ 𝐼𝑘 )

12: 𝐼+
𝑘
← (𝐼+

𝑘−1 \ 𝑁
𝑜
𝑘
) ∪ (𝑁𝑘 \ 𝐼𝑜𝑘 )

13: if N#

𝑘
= 0 then

14: return (𝐸 \ 𝐸− ∪ 𝐸+,N#)

be inserted, respectively. Note that N#
may be the IDB sequence

from the bootstrap stage, B#
, or it may be the result of a previous

incremental update. The algorithm begins by initializing the state

of the input by applying 𝐸− and 𝐸+, and storing the result in N#

0

(line 1). Then, the algorithm initializes the sets 𝐼−
0
and 𝐼+

0
to be the

updates in iteration 0.

In the fixpoint loop, the rule evaluation on line 9 is the core part

of this algorithm. This step starts with the multiset of tuples from

the previous epoch and applies deletions and insertions resulting

from applying Datalog rules. The deletion term, Π# [𝐼𝑜
𝑘−1 | 𝑁

𝑜
𝑘−1 |

𝐼−
𝑘−1] \𝐼

𝑜
𝑘−1, computes tuples that are deleted in the current iteration

as a result of a derivation where the body contains both a tuple in

the delta (𝑁𝑜
𝑘−1) and a deleted tuple (𝐼−

𝑘−1). This abuses notation
(similarly to line 5 of Bootstrap) to exclude tuples that were in

earlier iterations in the previous epoch, preventing over-deletion

since the tuples would not be present in the current iteration due

to sparsification. The insertion term, Π# [𝐼𝑘−1 | 𝑁𝑘−1 | 𝐼+𝑘−1] \
𝐼𝑘−1, computes tuples that are inserted as a result of the body of a

derivation containing an inserted tuple. Tuples that already exist

in previous iterations (i.e., tuples that are contained in 𝐼𝑘−1) are
excluded to maintain the sparsification invariant. The re-discovery

term, 𝐼−
𝑘−1∩Π[𝐼

𝑜
𝑘−1∩𝐼

𝑛
𝑘−1 | 𝑁𝑘−1], computes tuples that are deleted

in previous iterations 𝐼−
𝑘−1, but where an alternative derivation

exists in the current iteration. This re-discovery rule applies in the

situation where a tuple is deleted from some iteration, but can still

be derived in a later iteration. In this case, the re-discovery term

computes this later derivation.

The sparsification term (line 10) does not perform any rule evalu-

ation, but instead excludes tuples from iteration𝑘 that were inserted

in an earlier iteration (as a result of a new derivation). These tuples

should be deleted to maintain the sparsification invariant that a

tuple is only present in a single iteration in any given epoch.

The algorithm continues by updating the 𝐼−
𝑘
and 𝐼+

𝑘
sets (lines 11

and 12). Computing 𝐼−
𝑘
(line 11) takes the deletion set from the
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previous iteration 𝐼−
𝑘−1 and excludes the tuples that are newly com-

puted in the current iteration 𝑁𝑘 , along with tuples that are deleted

in the current iteration (𝑁𝑜
𝑘
\ 𝐼𝑛

𝑘
). Similarly, computing 𝐼+

𝑘
(line 12)

takes the insertion set from the previous iteration, and excludes

tuples that already existed in the current iteration in the previous

epoch (since these tuples already existed, so are not newly inserted

in the current epoch), along with tuples that are inserted in the

current iteration.

Correctness. To show the correctness of our incremental update

algorithm, we must show that it computes the same sequence of

multisets as if we had applied bootstrap to the altered input. In

other words, we need to show that given a Datalog program 𝑃 , an

input set 𝐸, a deletion set 𝐸− and an insertion set 𝐸+, computing

the result directly via Bootstrap(𝐸𝑏 = 𝐸 \ 𝐸− ∪ 𝐸+) is equal to
Update(Bootstrap(𝐸), (𝐸−, 𝐸+)). The central parts of the algorithm
computing these results are lines 9 and 10. Before the final correct-

ness proof, we need some intermediate properties of the 𝑁𝑘 sets

and the 𝐼− and 𝐼+ sets. The next important properties are that the

validity properties of the 𝐸 sets (i.e., that 𝐸+ ∩ 𝐸 = ∅ and 𝐸− ⊆ 𝐸)

also hold for the 𝐼𝑜 , 𝐼−, and 𝐼+ sets during the incremental update

algorithm. Similar properties relating 𝐼− and 𝐼+ sets to the current

epoch’s 𝐼 sets are also required. The eventual goal is to show that

𝐼𝑘 = 𝐼𝑜
𝑘
\ 𝐼−

𝑘
∪ 𝐼+

𝑘
for each iteration 𝑘 , which is an important result

for showing the correctness of the rule evaluations.

Lemma 3.3. For each iteration 𝑘 , we have (1) 𝐼−
𝑘
⊆ 𝐼𝑜

𝑘
and 𝐼−

𝑘
∩ 𝐼𝑘 =

∅, and (2) 𝐼+
𝑘
∩ 𝐼𝑜

𝑘
= ∅ and 𝐼+

𝑘
⊆ 𝐼𝑘 .

To sketch the proof for this property, we perform an induction

over the iterations. The base case holds because of the definition of

𝐼−
0
and 𝐼+

0
. Then, for each subsequent iteration, consider line 11 of

Algorithm 3. Here, 𝐼−
𝑘
takes the value of (𝐼−

𝑘−1\𝑁𝑘 )∪(𝑁𝑜
𝑘
\𝐼𝑘 ). In the

first part of the union, the property holds for 𝐼−
𝑘−1 by the induction

hypothesis. In the second part of the union, 𝑁𝑜
𝑘
is a subset of 𝐼𝑜

𝑘
by definition. Therefore, 𝐼−

𝑘
⊆ 𝐼𝑜

𝑘
. By similar arguments on line 12,

𝐼+
𝑘
⊆ 𝐼𝑘 . The second part of the property, i.e., that 𝐼−

𝑘
∩ 𝐼𝑘 = ∅ can

be shown by a similar induction argument, again consider line 11.

As a corollary, we can show that the 𝐼− and 𝐼+ sets are correct.

Corollary 3.4. For each iteration 𝑘 , we have 𝐼𝑘 = 𝐼𝑜
𝑘
\ 𝐼−

𝑘
∪ 𝐼+

𝑘
.

It remains to be shown that Update is correct. Our criteria for

correctness is that it computes the same sequence of multisets as if

we had applied the bootstrap algorithm to the updated input, i.e.,

that B#

𝑖
= N#

𝑖
for each iteration 𝑖 . This is the central theorem for

our correctness proof.

Theorem 3.5. Given 𝑃 , 𝐸, 𝐸−, and 𝐸+ as above, N#

𝑖
as computed

by IncrementalUpdate(Bootstrap(𝐸), (𝐸−, 𝐸+)) is equal to B#

𝑖
as com-

puted by Bootstrap(𝐸 \ 𝐸− ∪ 𝐸+) for each iteration 𝑖 .

The proof of Theorem 3.5 is an induction over the iterations,

and in each step, it considers all four parts of lines 9 and 10. By

arguments over which sets each tuple is contained in, and careful

consideration of the subset relationships between them, we can

show that the counting multisets are the same as those produced

by Bootstrap.

Sparsification. Another important property of our elastic incre-

mental evaluation strategy is the sparsification invariant.

Lemma 3.6 (Sparsification Invariant). For each iteration 𝑘 , the
sets 𝑁𝑘 are disjoint.

This property ensures that every tuple is only computed in a

single iteration, with this iteration being the earliest one in which

it is computed.

Re-discovery rules as a notion of provenance. The re-discovery
part of the rule evaluation part of Algorithm 3 is (the last part of

line 9) is critical for maintaining the sparsification property of our

algorithm. The rule evaluation 𝐼−
𝑘−1 ∩ Π[𝐼𝑜

𝑘−1 ∩ 𝐼
𝑛
𝑘−1 | 𝑁𝑘−1] states

that we compute tuples that were deleted in an earlier iteration (i.e.,

exist in 𝐼−
𝑘−1), but an alternative derivation exists for the current

iteration (Π[𝐼𝑜
𝑘−1 ∩ 𝐼

𝑛
𝑘−1 | 𝑁𝑘−1]). This re-discovery rule is a notion

of provenance for the deleted tuples. Provenance is defined as “dis-

covering the derivations for a tuple”, and this fits the process of

finding derivations from 𝐼𝑜
𝑘−1∩ 𝐼

𝑛
𝑘−1 for all the deleted tuples. There-

fore, we adapt techniques from [41] to compute these re-discovery

rules.

3.3 Stratified Negation and Constraints
Our algorithms thus far have omitted any notion of negation or

constraints. However, both negation and constraints are powerful

and common extensions of Datalog. Constraints are a simpler case

than negation, and may take the form of arithmetic constraints

such as A < B or A != B where A and B are grounded variables (i.e.,

variables also occurring in a positive body predicate) or constants.

In an instantiated rule, a constraint is satisfied if the instantiated

arithmetic constraint is satisfied. For example,

alias(Var1,Var2) :- vpt(Var1,Obj), vpt(Var2,Obj),
Var1 != Var2

is a rule with arithmetic constraints, and an instantiation of the

rule only derives a tuple if the inequality constraint is satisfied by

the values given to Var1 and Var2.
Negation is more complicated than simple arithmetic constraints.

Syntactically, negations are denoted as a negated predicate with

the ! symbol. For example, the rule

path(X,Z) :- edge(X,Y), path(Y,Z), !edge(X,Z)

computes all the paths in a graph which are not direct edges. A

negated predicate must contain only grounded variables or con-

stants, and a negated predicate is satisfied if and only if the corre-

sponding tuple (resulting from an instantiation) is not computable.

The standard semantics for negation in Datalog is stratified nega-
tion. In this semantics, recursive negation is not permitted, and

any negated predicates must be of a relation from either input or

a previous stratum. With this semantics, a negated predicate is

similar to a constraint, where only a simple check of the input

for a stratum is needed to determine whether it is satisfied or not.

However, the truth value of a negation may change as a result of

tuples being inserted or deleted from the negated relation. To adapt

our Datalog evaluation algorithms to support stratified negation

and constraints, the rule evaluation is extended to support these

7
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features. The rule evaluation operator, Π#
is extended so that

Π#

𝑃 [𝐼 | 𝐼in] =𝑡𝑣
������ 𝑣 = #instantiations 𝑡 :- 𝑡1, . . . , 𝑡𝑛, !𝑡𝑛+1, . . . , !𝑡𝑛+𝑚,𝜓

in 𝑃 where {𝑡1, . . . , 𝑡𝑛} ⊆ 𝐼 , {𝑡1, . . . , 𝑡𝑛} ∩ 𝐼in ≠ ∅,
{𝑡𝑛+1 . . . 𝑡𝑛+𝑚} ∩ 𝐼 = ∅, and𝜓 is satisfied


where𝜓 denotes the instantiated arithmetic constraints occurring

in the rule. Replacing the rule evaluation operator in Bootstrap

(Algorithm 2) with this extended version allows the algorithm to

support stratified negation and constraints. However for incre-

mental update, the extension is more involved, since introducing

negation also introduces new cases for deleting/inserting tuples.

For example, consider the rule

path(X,Z) :- edge(X,Y), path(Y,Z), !edge(X,Z).

If we have a rule instantiation

path(a,c) :- edge(a,b), path(b,c), !edge(a,c)

where edge(a,c) is inserted as a result of an incremental update,

then the head tuple path(a,c) must be deleted since the negation

is no longer satisfied. The opposite situation may arise where the

deletion of a tuple may lead to the insertion of a consequent tuple.

Therefore, we further extend the rule evaluation operator so that

Π#

𝑃 [𝐼 | 𝐼1 | 𝐼2, 𝐼
′
2
] =𝑡

𝑣

��������
𝑣 = #instantiations 𝑡 :- 𝑡1, . . . , 𝑡𝑛, !𝑡𝑛+1, . . . , !𝑡𝑛+𝑚,𝜓

in 𝑃 where {𝑡1, . . . , 𝑡𝑛} ⊆ 𝐼 , {𝑡1, . . . , 𝑡𝑛} ∩ 𝐼1 ≠ ∅,
{𝑡𝑛+1 . . . 𝑡𝑛+𝑚} ∩ 𝐼 = ∅,𝜓 is satisfied, and

({𝑡1, . . . , 𝑡𝑛} ∩ 𝐼2 ≠ ∅ or {𝑡𝑛+1 . . . , 𝑡𝑛+𝑚} ∩ 𝐼 ′
2
≠ ∅)


With this rule evaluation operator, a new tuple is derived if the

rule instantiation contains body tuples from 𝐼 , where at least one

positive body tuple is also in 𝐼1, and either there is a positive body

tuple in 𝐼2 or a negative body tuple in 𝐼 ′
2
. Using this notation, the

rule evaluation step of Algorithm 3 (line 9) becomes

N#

𝑘
← N#

𝑘
⊖ (Π# [𝐼𝑜

𝑘−1 | 𝑁
𝑜
𝑘−1 | 𝐼

−
𝑘−1, 𝐼

+
0
] \ 𝐼𝑜

𝑘−1)
⊕ (Π# [𝐼𝑘−1 | 𝑁𝑘−1 | 𝐼+𝑘−1, 𝐼

−
0
] \ 𝐼𝑘−1)

⊕ (𝐼−
𝑘−1 ∩ Π[𝐼𝑜

𝑘−1 ∩ 𝐼𝑘−1 | 𝑁𝑘−1])
where the first and second terms now handle stratified negation.

The deletion term, Π# [𝐼𝑜
𝑘−1 | 𝑁

𝑜
𝑘−1 | 𝐼

−
𝑘−1, 𝐼

+
0
] \ 𝐼𝑜

𝑘−1, now computes

tuples that are deleted, either as a result of a deleted positive body

tuple (𝐼−
𝑘−1) or an inserted negated body tuple (𝐼+

0
). We use iteration

0 for the negated tuples since stratified negation enforces that

negations must be from the input of the current stratum. Similarly,

the insertion term, Π# [𝐼𝑛
𝑘−1 | 𝑁𝑘−1 | 𝐼+𝑘−1, 𝐼

−
0
] \ 𝐼𝑛

𝑘−1, computes

tuples that are inserted either as a result of an inserted positive

body tuple or a deleted negative body tuple. The other parts of the

algorithms involve manipulating and merging relations, and are

independent of the Datalog rules. Therefore, no changes are needed

to support negation or constraints. Hence, with the extensions to

the rule evaluation presented above, our algorithms fully support

Datalog with stratified negation and constraints.

4 INTEGRATION INTO SOUFFLÉ
In this section we outline how are approach is integrated in the Souf-

flé Datalog engine, including several optimizations for incremental

evaluation.

4.1 Core Implementation
Specialized data structures. Soufflé internally uses a highly spe-

cialized, parallel B-tree data structure to store relations. For in-

cremental evaluation, we associate each tuple with an iteration

number and a count. Therefore, the internal data structures must

be extended to allow for these auxiliary attributes. Importantly,

these auxiliary attributes may be updated, e.g., in the case of a

new derivation being discovered, the count must be incremented.

Thus, we implemented an update mechanism, along with adapt-

ing the existing optimistic locking mechanism to support parallel

operation.

Rule evaluation. The standard rule evaluation algorithms in Souf-

flé are extended to support the extra operations in the incremental

evaluation algorithms. Soufflé uses nested loop joins for evaluating

rules, which incorporate extra conditions and existence checks to

ensure correctness. For incremental evaluation, further specialized

existence checks are required e.g., a tuple in diff_minus may not

actually be deleted, and only one of its derivations is deleted. There-

fore, we need a specialized existence check in the full relation to

check its count to determine if the tuple is fully deleted or not.

Moreover, separate versions of the rule evaluations are required for

the bootstrap and incremental update algorithms.

Other operations. Along with the rule evaluation extensions,

other operations such as merges between iterations, and a cleanup

operation between epochs, are also required. In standard semi-naïve

evaluation, at the end of each iteration, new tuples computed in that

iteration are merged into the full relation, and this also becomes

the delta for the following iteration. For incremental evaluation,

further operations may take place, e.g., eager computation of the

delta of the previous epoch, and eager computation of diff_plus
and diff_minus. In between epochs, the incremental evaluation

algorithms also require a cleanup stage, where the diff_plus and

diff_minus relations are merged into the full relations to update

the state in preparation for the following epoch.

4.2 Optimizations
Eager vs. lazy diff_plus and diff_minus. The diff_plus and

diff_minus relations store tuples that are inserted and deleted

in the current epoch, respectively. However, there is extra com-

putation involved with the diff_plus and diff_minus relations,
in lines 11 and 12. Here, a tuple in diff_plus may not actually

be newly inserted - it may be a new derivation for a tuple that

already existed. Similarly, a tuple in diff_minus may not actually

be deleted - an alternative derivation may still hold. Thus, we need

to check the full relation to determine if a tuple in diff_plus or

diff_minus is actually inserted or deleted, respectively. This check
may be performed eagerly during the merge step in each itera-

tion, with results stored in separate relations actual_diff_plus
and actual_diff_minus, or lazily inside the rule evaluation. For

the sake of clarity, our algorithms are presented with eager diff

computations, which can be seen in lines 11 and 12. A lazy diff

version would incorporate this computation directly in the rule

evaluation. This design decision is a tradeoff: eagerly computing

diff_plus and diff_minus may result in wasted computation for

tuples that are not considered in any rules, while lazy computation

8
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may mean the same check of the full relation is performed multiple

times for a single tuple, if it occurs in multiple rule derivations. Our

experiments, however, indicate that this tradeoff generally favors

eager diffs, where it can amortize the checks for tuples which occur

in multiple rule derivations. For our benchmarks, the difference is

generally within 15% in favor of eager diffs, but it can provide up

to 4× speed up in some situations.

Filtering for re-discovery rules. The elastic algorithm includes the

notion of re-discovery, which is required due to its sparsification.

In the re-discovery rules, the algorithm finds all tuples which have

been deleted in an earlier iteration, but where an alternative deriva-

tion still exists for the current iteration. Naïvely, this could be done

by instrumenting a rule as:

R :- diff_minus_R, R1, . . . , R𝑘 .

However, in some cases this can cause a problematic join, if there

are few variables in common between the diff_minus_R atom and

the remaining atoms in the rule. For example,

R(𝑥,𝑦, 𝑧) :- diff_minus_R(𝑥,𝑦, 𝑧), R1 (𝑥, 𝑎), R2 (𝑦, 𝑎), R3 (𝑧, 𝑎).

may cause a duplication of work in R1 (𝑥, 𝑎) if there are many

tuples in diff_minus_R with the same 𝑥 value. Our solution is to

divide the diff_minus relation so that it never causes extra work.

R(𝑥,𝑦, 𝑧) :- diff_minus_R𝑥 (𝑥), R1 (𝑥, 𝑎), R2 (𝑦, 𝑎),
diff_minus_R𝑦 (𝑦), R3 (𝑧, 𝑎), diff_minus_R𝑧 (𝑧).

Dividing the diff_minus relations ensures that each variable

only acts as a filter, and cannot multiply the work of the other

atoms in the rule. Here, the 𝑥 variable is scheduled first, since

we assume that diff_minus_R𝑥 (𝑥) is smaller than R1 (𝑥, 𝑎) (since
we assume that changes between epochs are smaller than the full

result). However, the other variables must be scheduled after their

corresponding atom, to prevent a cross-product with the previous

atom. This strategy of considering the attributes in each literal is

an adaptation of ideas from worst-case optimal joins [28, 40]. Our

benchmarks show that this technique is generally 2.5× faster than

the naïve strategy, while in some situations it can be up to 15×
faster.

Scheduling. Scheduling for join orders plays an important role

in the performance of Datalog rules [18, 34, 35]. With incremental

evaluation, the assumption that the diffs are smaller than the full

relations allows for better heuristics for automatic scheduling. By

using this assumption, scheduling diff_plus or diff_minus first

in a rule evaluation generally improves performance by restricting

the size of the search as early as possible. However, care must be

taken to avoid cross-products. For example, consider the following

rule:

R(𝑎, 𝑑) :- R1 (𝑎, 𝑏), R2 (𝑏, 𝑐), diff_minus_R3 (𝑐, 𝑑) .

In this case, moving diff_minus_R
3
(𝑐, 𝑑) to the front of the

rule would create a cross-product with R1 (𝑎, 𝑏), and may lead to

worse performance than the original schedule. Hence, using simple

automatic scheduling techniques, such asmaximizing the number of

bound variables in each atom, is crucial tomaintain the performance

of incremental evaluation.

5 EXPERIMENTAL EVALUATION
This experimental section aims to demonstrate the following claims:

Claim I: Inviability of single incremental evaluations on variable

update use cases.

Claim II: The elastic incremental evaluation with a simple switch

heuristic performs better compared to existing single strat-

egy incremental evaluations, both in terms of runtime and

memory usage, over a series of varying sized incremental

updates.

Experimental Setup. Our experiments are run on anAMDThread-

ripper 2990WX machine with 128 GB memory, running Ubuntu

20.10 with GCC 10.2 used to generate all Soufflé executables. All

experiments are run with 8 threads, and all I/O time is excluded

from measurements.

We evaluate three versions of Soufflé: (1) Soufflé: Non-Incremental

Soufflé engine. (2) Soufflé-counting: A baseline counting incremen-

tal algorithm implemented in Souffle with optimizations. (3) Soufflé-

elastic: The implementation of the technique presented in this pa-

per. When necessary we differentiate between elastic-update and

elastic-bootstrap algorithms.

We also compare our approach to an industrial strength incre-

mental Datalog engine, Differential Datalog (DDLog) [32], which

uses Differential Dataflow [23] as a backend. DDLog with Differen-

tial Dataflow is a state-of-the-art incremental engine which uses a

variant of the counting algorithm.

We perform our evaluations using a set of dynamic Datalog use

cases adapted by Frank McSherry
1
for benchmarking incremental

Datalog engines. The use cases are described below:

(1) Doop [6]: a points-to prorgam analysis framework for Java

programs. This is a subset of the Doop program analysis

library ported for DDLog. This use case exhibits characteris-

tics: large number of rules, relations with complex recursion.

(2) CRDT: an implementation of a conflict-free replicated data

type in Datalog. This use cases resembles an in between

ruleset with a medium number of rules and relations of

moderate complexity.

(3) Galen [30]: a medical ontology inference task implemented

in Datalog. This use case represents a typical ontological use

case consisting a a small number of rules and relations with

simple recursive structure.

Some basic statistics for the benchmarks are included in Table 1.

To evaluate the performance of incremental evaluation algorithms,

sets of small, medium, and large updates were generated for each

benchmark, by randomly choosing a subset of EDB tuples that are

incrementally deleted and inserted.

Table 1: Benchmark Statistics

Benchmark Number of rules EDB size IDB size

Doop 90 11,014,960 41,665,029

CRDT 31 259,778 2,668,247

Galen 6 976,552 24,483,561

9
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Figure 5: Incremental update size vs. runtime. The horizontal line in each figure is the runtime of non-incremental Soufflé on
the respective benchmark, and the upwards arrows indicate the time outs.

5.1 Single Strategy Incremental Evaluation
In these sets of experiments we only consider single strategy evalua-

tions, that is, we only include our Update (elastic-update) evaluation

and thus do not switch to Bootstrap. In these experiments we do

not establish the supremacy of any one technique. Rather, we show

that single strategies are not viable compared to non-incremental

evaluation. The results for the runtime of incremental updates for

each evaluation implementation are shown in Fig. 5. These results

are computed for one cycle of an update set, where an update set is

a randomly selected subset of EDB tuples, and a cycle consists of

one epoch where the update set is deleted followed by one epoch

where the update set is inserted. The horizontal line on each bench-

mark represents the runtime if non-incremental Soufflé were to

perform the same task, i.e., running the whole benchmark twice

from scratch. For each benchmark, there is a general trend that

larger updates require more runtime. However, this performance is

highly unpredictable, even if the size of the incremental update is a

constant.

Consider the performance of incremental evaluation for Doop,

in Fig. 5a. Here, there are five separate small update sets, which are

each generated by randomly choosing 10 EDB tuples, and running

one cycle. These small updates all finished within two seconds,

which is vastly faster than non-incremental Soufflé. For these small

incremental updates all evaluations were very fast on average due

to their very low impact, only affecting up to 25 of the IDB tuples.

DDlog and elastic-update performed well and on a par. Our general

observation is that incremental evaluation is highly effective for

these lightweight updates. For the 100 update size, the smallest

impact was 88 IDB tuples, and the largest impact was 53,816 IDB

tuples. As anticipated, this increased the variability of the results.

The elastic-update, exhibited large extremities, finishing within 5

seconds for the fastest, while more than 5000 seconds for two up-

date sets. DDLog, also had a high variance, with the fastest runtime

being 5 seconds, and the slowest being 213 seconds, well over the

non-incremental engine time. Curiously, the fastest incremental

update was also one of the higher impact ones, affecting 22,347

IDB tuples, while the slowest affected 140 IDB tuples, indicating

that neither the size of the EDB updates, nor the size of the impact

1
https://github.com/frankmcsherry/dynamic-datalog

are always helpful in predicting the runtime of the incremental

update. While Soufflé-counting was generally faster than DDLog,

it still exhibited a large variance, with runtimes ranging between

1.4 and 18 seconds. For the larger update sets, containing 400, 700,

and 1000 tuples respectively, all evaluation strategies failed to com-

pete with non-incremental Soufflé. For example, elastic-update was

unable to complete any of the update sets within the time limit.

These timed-out updates consisted of tuples that were deep in a

complex recursive structure, indicating that the elastic-update algo-

rithm does not handle these large impact updates well. Likewise the

counting algorithms implemented in both DDLog and in Soufflé ex-

hibited generally poor performance compared to non-incremental

Soufflé. Furthermore, these larger updates exhibited even greater

variability, particularly for Soufflé-counting.

The results for CRDT, in Fig. 5b tell a similar story. Here, even

small updates consisting of 10 EDB tuples exhibit unpredictable

and poor performance. In comparison to Doop, the small updates

for CRDT have a much larger impact, affecting between 3,444 and

35,130 IDB tuples. However, even this larger impact is around 1%

of the IDB, and even with these overall small impacts, the runtime

of incremental update is considerably slower than re-running the

computation from scratch in Soufflé. Similarly to Doop, the perfor-

mance for larger updates only gets worse. For updates containing 40

EDB tuples, the runtimes varied between 9 and 13 seconds. While

this variation is smaller than for Doop, the result still indicates

that the performance of incremental evaluation is unpredictable.

For larger updates containing 70 and 100 EDB tuples, DDLog was

around 5× slower than non-incremental Soufflé, despite the update

being only around 0.04% of the EDB and impacting only up to 3.4%

of the IDB tuples. Update and Soufflé-counting were both more

performant, however still slower than non-incremental Soufflé. It

is interesting to note that the impact on the IDB tuples was much

more consistent for CRDT when compared with Doop. For example,

with updates containing 100 EDB tuples, the impact on IDB tuples

ranged between 85,726 and 91,384 tuples. This may be due to the

much simpler structure of the CRDT application, which contains

a larger pre-processing stage followed by a very small recursive

stratum.

On the other hand, Galen performed far better with DDLog for

incremental evaluation. One reason for this is that Galen has a
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simple ruleset consisting of only 6 Datalog rules, but with chal-

lenging join characteristics. For these joins, DDLog is better op-

timized, and is able to out-perform Soufflé for these incremental

workloads. For small updates consisting of 10 EDB tuples, an in-

cremental update takes between 0.1 and 0.2 seconds, providing far

superior performance compared to a non-incremental engine. Even

for medium sized updates consisting of 10,000 EDB tuples, the per-

formance of DDLog’s incremental update is generally faster than

non-incremental Soufflé. Only when we consider larger updates of

40,000, 70,000, and 100,000 EDB tuples, or 4%, 7%, and 10% respec-

tively, does the performance of incremental evaluation slow down

considerably compared to non-incremental Soufflé. The impact of

these larger updates on the IDB is up to 53M tuples, which is almost

double the original IDB size. This impact indicates that not only

are most of the IDB tuples affected, but they are even affected in

multiple iterations. Given this large impact, it is no surprise that

the runtime for such an incremental update is slower than simply

re-computing the result from scratch, and in fact, DDLog performs

well on this benchmark compared to non-incremental Soufflé. For

Galen, the Soufflé incremental strategies do not perform as well.

Soufflé-counting is generally an order of magnitude slower for up-

dates than DDLog, as a result of unfavorable join orderings. Update

fares even worse, timing out for the larger updates above 10,000

EDB tuples. This is a result of these updates impacting tuples across

multiple iterations, which the sparsification of the elastic strategy

does not handle well.

These results indicate that state-of-the-art single strategy in-

cremental evaluation algorithms perform well on small impact

updates. However, they may be out-performed by a standard non-

incremental Datalog engine for more complex applications or high

impact changes. Overall, we demonstrate Claim I by highlight-
ing the unpredictability and tendency for degraded perfor-
mance of single strategy evaluations on large impact updates
compared to non-incremental Soufflé.

5.2 Elastic Incremental Evaluation
In this section, we evaluate the performance of our elastic incre-

mental evaluation strategy, that is we evaluate the combination
of the Update algorithmwith Bootstrap.We use an empirically

determined switching parameter of 20% to determine when to use

the Update, and when to switch to Bootstrap. That is, if the update

time is more than 20% of the previous bootstrap time, we restart

using Bootstrap.

For this experiment, we use example workloads for incremental

evaluation, which consists of 13 epochs. The first epoch is the

initial evaluation, then the following 6 epochs are small updates,

with alternating deletion and insertions. These are followed by

one large update in epoch 7, then followed by another 4 small

updates, with a large update as the final epoch. We note that these

patterns may appear in all three of these benchmarks. For Doop,

there is a common pattern of software updates consisting of a large

refactor, followed by a number of smaller commits addressingminor

comments. For CRDT, which is an application commonly used for

collaborative online text editing, a large update may result from a

large portion of text being moved around, while a smaller update

may result from smaller additions or deletions from the text. For

Galen, which is a medical ontology application associated with

patient diagnosis, a large update may result from a medical test

result being updated, while a smaller update may result from a

minor symptom change.

For Doop, in Fig. 6a, all of the incremental evaluation strate-

gies are able to effectively incrementalize for the small updates.

However, the main differences across the full workload are a re-

sult of the bootstrap strategy, with both the initial evaluation and

the large updates being faster or on-par with the state-of-the-art

counting strategy. As a result, the elastic incremental strategy

is able to complete this workload in 245 seconds, compared to

284 seconds for Soufflé-counting, and 467 seconds for DDLog. In

comparison, non-incremental Soufflé, which evaluates each epoch

from scratch, achieves 304 seconds for this workload. This use

case demonstrates that an elastic incremental evaluation is ef-
fective for the complex Doop benchmark. We demonstrate
an overall amortized net gain compared to non-incremental
Soufflé as well as single strategy evaluations.

For CRDT, in Fig. 6b, none of the incremental evaluation strate-

gies are effective, even for the small updates. Here, the elastic strat-

egy hits the 20% heuristic threshold for all updates, despite the up-

date strategy actually being slightly faster than bootstrap, if it were

allowed to run to completion. For this workload, non-incremental

Soufflé completes all epochs in 19 seconds, followed by 25 seconds

for the Soufflé-counting, 31 seconds for Soufflé-elastic, and 56 sec-

onds for DDLog. For this particular application, we conclude
that incremental evaluation in general is ineffective.

For Galen, in Fig. 6c, the incremental evaluation strategies were

able to perform reasonably well. For epochs 1 and 5, the elastic

update strategy reached the 20% heuristic threshold, thus triggering

a bootstrap. If this threshold was not in place, the elastic update

would have been faster for these small updates. Despite this, Soufflé-

elastic is still highly competitive compared to the other incremental

evaluation strategies, being able to finish the workload in 384 sec-

onds, compared to 445 seconds for DDLog. Soufflé-counting was

ineffective for the large updates for Galen, In comparison, non-

incremental Soufflé required 370 seconds for this workload. The
results demonstrate that our elastic evaluation is competi-
tive for the Galen use case.

Overall, the experimental evaluation has validated Claim
II by showing a large performance improvement compared
to single strategy approaches. The limited overhead of our Boot-

strap evaluation makes up for any cost induced by the Update

evaluation. We believe with improved heuristics and tuning, this

improvement can be further maximized.

Along with runtime, another aspect of performance is memory

usage. For example in large program analysis use cases memory has

been shown to be a limiting factor [20]. Table 2 shows the minimum,

average and maximum memory usage across all the update sets for

each benchmark. These results show that non-incremental Soufflé

uses the least memory by far, since it does not need to keep the extra

state that incremental evaluation requires. Among the incremental

engines, Soufflé-elastic performs best, since it only keeps the counts

for one iteration for each tuple. On the other hand, the counting

algorithm, both in Soufflé and in DDLog, require to keep the count

of each tuple for every iteration it is generated in, thus using extra

memory to maintain this extra state.
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Figure 6: Runtimes for an elastic workload. For each benchmark, the first epoch is an initial evaluation, followed by 6 epochs
of small updates, then one large update, then 4 epochs of small updates, then one large update.

Table 2: Memory usage for each engine, showing the mini-
mum, average, and maximum memory usage across all of
the update sets

Bench. Engine Min (MB) Avg (MB) Max (MB)

Doop Soufflé 1,759 1,762 1,764

Soufflé-elastic 7,473 7,492 7,505

Soufflé-counting 9,106 9,449 11,387

DDLog 17,381 23,352 27,851

CRDT Soufflé 42 42 42

Soufflé-elastic 335 346 352

Soufflé-counting 328 337 344

DDLog 786 829 858

Galen Soufflé 901 931 960

Soufflé-elastic 5,641 5,672 5,698

Soufflé-counting 14,588 17,974 21,034

DDLog 15,333 20,862 26,461

6 RELATEDWORK
There is a large corpus of incremental algorithms in related fields

including Databases [5], Logic-programming [33], Compilers [31],

Model-checking [36] and SAT solving [22]. In this section we fo-

cus exclusively on Datalog evaluation. The main body of work in

incremental Datalog evaluation is related to the Delete-Rederive

(DRed) algorithm [13]. The main weakness of this approach con-

cerns over-deletion. This is resolved by re-deriving tuples that are

over-deleted. The Counting algorithm presented in [13] is appli-

cable only for non-recursive Datalog programs. For this approach,

each tuple is associated with a count of the number of different

derivations that exist for that tuple. When removing or inserting a

new tuple, that count is decremented or incremented respectively,

and a tuple may be removed if the count reaches 0. However, with

recursive Datalog programs, deleting tuples may cause the recursive

decrement of the count, thus again leading to over-deletion. More

recent developments include the Backward/Forward algorithm [26]

and DRed
c
[15], which are both optimizations of the DRed algo-

rithm. The aim of these approaches is to reduce the approximation

induced by the over-deletion step. Backward/Forward uses a form

of backwards evaluation to eagerly check if over-deleted tuples still

have a proof from the remaining input, while DRed
c
maintains

separate recursive and non-recursive counters to track the num-

ber of derivations of each tuple. While these approaches indeed

reduce the over-deletion of DRed, they are still approximations and

worst-case scenarios may exhibit large run-time overheads. Tech-

niques like [12] use provenance information in the form of Boolean

formulae for each tuple to determine if a deleted tuple has proof

support. The Differential Dataflow (DDF) system [23] implements

incremental evaluation for Dataflow programming. The approach

is similar to the counting algorithm, with each tuple being asso-

ciated with a count for the number of derivations for that tuple.

However, DDF permits recursive programs by storing a count per
iteration of recursive evaluation. Its advantage is that it computes a

precise result for an incremental update. However, the setting of

Dataflow programming is different from Datalog, and more similar

to stream programming, where programs tend to be less complex

with smaller updates. Differential Datalog [32] is a Datalog engine

built on top of DDF. Other systems, such as RDFox [25], and Lad-

dder [39] implement variations of the DDF algorithm, specialized to

their respective domains. In comparison with existing approaches,

our elastic evaluation is unique in that it has two evaluation phases,

recognising the importance of specializing the Bootstrap phase to

initialize the computation. Our algorithms form a sparsified varia-

tion of the counting algorithm, allowing for the efficient Bootstrap

phase, and lowering the space overhead per tuple.

7 CONCLUSION
In this paper, we have demonstrated the pitfalls of existing in-

cremental evaluation algorithms for use cases with varying sized

updates. We have proposed the use of an elastic approach for incre-

mental evaluation. We switch between a low overhead Bootstrap

strategy that targets large impact updates and an Update strategy

that targets low impact updates. We propose a simple heuristic for

switching between the two strategies. Using this setup we have

shown that the elastic approach is effective in use cases where sin-

gle strategy incremental evaluation struggles to perform adequately

compared to regular Datalog evaluation.
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A PROOFS FOR THEOREMS
A.1 Proof of Lemma 3.2

Proof. This proof is by induction over the iterations𝑘 . For𝑘 = 1,

the semi-naïve algorithm takes Δ0, while the bootstrap algorithm

takes Supp(B#

0
). Both of these sets are defined to be 𝐸, so are equal.

For the induction hypothesis, assume that all 𝐼𝑖−1 of bootstrap equal
𝐼𝑖−1 of semi-naïve. Then, Supp(B#

𝑖
) = Δ𝑖 by Lemma 3.1. Therefore,

adding Supp(𝐵#
𝑖
) or Δ𝑖 to the union results in the same set. □
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A.2 Proof of Lemma 3.3
Proof. This proof is by induction over the iterations. For 𝑘 = 0,

𝐼−
0
is defined as 𝐸− and 𝐼+

0
is defined as 𝐸+, so properties (1) and (2)

hold by definition.

The induction hypothesis is that for iteration 𝑘 − 1, we have

𝐼−
𝑘−1 ⊆ 𝐼𝑜

𝑘−1, 𝐼
−
𝑘−1 ∩ 𝐼𝑘−1 = ∅, 𝐼

+
𝑘−1 ∩ 𝐼

𝑜
𝑘−1 = ∅, and 𝐼

+
𝑘−1 ⊆ 𝐼𝑘−1.

For property (1), we show that 𝐼−
𝑘
⊆ 𝐼𝑜

𝑘
. Consider line 11 of

Algorithm 3, where 𝐼−
𝑘
takes the value of (𝐼−

𝑘−1 \𝑁𝑘 ) ∪ (𝑁𝑜
𝑘
\ 𝐼𝑘 ). In

the first part of this union, 𝐼−
𝑘−1 ⊆ 𝐼𝑜

𝑘−1 by the induction hypothesis.

Therefore, also 𝐼−
𝑘−1 ⊆ 𝐼𝑜

𝑘
, since 𝐼𝑜

𝑘−1 is monotonically growing. In

the second part of the union, 𝑁𝑜
𝑘
⊆ 𝐼𝑜

𝑘
by definition of 𝐼𝑜

𝑘
. Therefore,

𝐼−
𝑘
⊆ 𝐼𝑜

𝑘
.

To show that 𝐼−
𝑘
∩ 𝐼𝑘 = ∅, consider the same line. In the first

part of the union, 𝐼−
𝑘−1 ∩ 𝐼𝑘−1 = ∅ by the induction hypothesis.

We then exclude 𝑁𝑘 , and since 𝐼𝑘 = 𝐼𝑘−1 ∪ 𝑁𝑘 by definition, then

(𝐼−
𝑘−1 \ 𝑁𝑘 ) ∩ 𝐼𝑘 = ∅. In the second part of the union, we exclude

𝐼𝑘 . Therefore, 𝐼
−
𝑘
∩ 𝐼𝑘 = ∅.

Property (2) holds by similar arguments on line 12. □

A.3 Proof of Lemma 3.4
Proof. To prove this, we first show that 𝐼𝑜

𝑘
\ 𝐼𝑘 = 𝐼−

𝑘
by showing

both directions of inclusion. The reverse direction, i.e., that 𝐼−
𝑘
⊆

𝐼𝑜
𝑘
\𝐼𝑘 is a direct corollary of Lemma 3.3, that 𝐼−

𝑘
⊆ 𝐼𝑜

𝑘
and 𝐼−

𝑘
∩𝐼𝑘 = ∅.

For the forward direction, consider some tuple 𝑡 ∈ 𝐼𝑜
𝑘
\ 𝐼𝑘 . Then, 𝑡

must be in some 𝑁𝑜
𝑖
\ 𝐼𝑘 for some 𝑖 ≤ 𝑘 . Since 𝐼𝑖 ⊆ 𝐼𝑘 , 𝑡 is also in

𝑁𝑜
𝑖
\ 𝐼𝑖 . Therefore, 𝑡 ∈ 𝐼−𝑖 . Also, 𝑡 cannot be removed from 𝐼− in a

later iteration, since 𝑡 ∉ 𝐼𝑘 , and therefore, 𝑡 ∈ 𝐼−
𝑘
.

We have shown both directions of inclusion, and therefore, 𝐼𝑜
𝑘
\

𝐼𝑘 = 𝐼−
𝑘
. By a similar argument, 𝐼𝑘 \ 𝐼𝑜𝑘 = 𝐼+

𝑘
. From these equalities,

we have:

𝐼𝑜
𝑘
\ 𝐼−

𝑘
∪ 𝐼+

𝑘
= 𝐼𝑜

𝑘
\ (𝐼𝑜

𝑘
\ 𝐼𝑘 ) ∪ (𝐼𝑘 \ 𝐼𝑜𝑘 )

= (𝐼𝑜
𝑘
∩ 𝐼𝑘 ) ∪ (𝐼𝑘 \ 𝐼𝑜𝑘 )

= 𝐼𝑘

□

A.4 Proof of Theorem 3.5
Proof. For this proof, we mainly consider the underlying sets

of derivations rather than the counting multisets, since the count-

ing multisets do not distinguish between different derivations. We

introduce some new notation to convert between derivations and

tuples: 𝜙 ((𝑡 :- 𝑡1, . . . , 𝑡𝑛)) := 𝑡 takes the head tuple of a derivation.

The proof is an induction over the iterations. The initial step,

where 𝑘 = 0, is true since both B#

0
and N#

0
take on the value of

𝐸 \ 𝐸− ∪ 𝐸+, where every tuple has a count of 1.

The induction hypothesis is that for all 0 ≤ 𝑖 < 𝑘 , we have

B#

𝑖
= N#

𝑖
. We consider each of the four terms in lines 9 and 10. We

first need to show that the sets of derivations computed by these

lines are disjoint, so that the algorithm does not double count.

• For the deletion term (we label it (1)), we have the derivations
{𝑑 ∈ Π𝐷 [𝐼𝑜

𝑘−1 | 𝑁
𝑜
𝑘−1 | 𝐼

−
𝑘−1] | 𝜙 (𝑑) ∉ 𝐼𝑜

𝑘−1}.
• For the insertion term (labelled (2)), we have derivations

{𝑑 ∈ Π𝐷 [𝐼𝑘−1 | 𝑁𝑘−1 | 𝐼+𝑘−1] | 𝜙 (𝑑) ∉ 𝐼𝑘−1}. Since 𝐼+𝑘−1 ∩
𝐼𝑜
𝑘−1 = ∅ (from Corollary 3.4), then (2) ∩ (1) = ∅, since (1)
takes derivations only from 𝐼𝑜

𝑘−1.

• For the re-discovery term (labelled (3)), we have derivations
{𝑑 ∈ Π𝐷 [𝐼𝑜

𝑘−1 ∩ 𝐼𝑘−1 | 𝑁𝑘−1] | 𝜙 (𝑑) ∈ 𝐼−
𝑘−1 and 𝜙 (𝑑) ∉

𝐼𝑘−1}. Since this takes derivations from 𝐼𝑜
𝑘−1, and 𝐼𝑜

𝑘−1 ∩
𝐼+
𝑘−1 = ∅, then (3) ∩ (2) = ∅. Also, since 𝐼−

𝑘−1 ⊆ 𝐼𝑜
𝑘−1 (from

Corollary 3.4), we have (3) ∩ (1) = ∅, since (1) excludes
tuples from 𝐼𝑜

𝑘−1.
• For the sparsification term (labelled (4)), we have N#

𝑘
⊖

(N#

𝑘
∩ 𝐼+

𝑘−1). However, note that this term is processed after

the three other terms. Therefore, it naturally excludes (1),
and so (4) ∩ (1) = ∅. Moreover, we have 𝐼+

𝑘−1 ⊆ 𝐼𝑘−1 (from
Corollary 3.4), and so (4) ∩ (3) = ∅ and (4) ∩ (2) = ∅, since
both (3) and (2) exclude 𝐼𝑘−1.

Since all 4 terms produce disjoint derivations, the algorithm does

not double count when adding or removing any derivations. Next,

we need to prove that for any derivation in N𝐷𝑜
𝑘

and not in N𝐷
𝑘
, it

is removed by one of the four terms, and vice versa.

Consider a derivation 𝑑 ∈ N𝐷𝑜
𝑘
\ N𝐷

𝑘
. By definition, 𝑑 ∈ {𝑑 ∈

Π𝐷 [𝐼𝑜
𝑘−1 | 𝑁

𝑜
𝑘−1] | 𝜙 (𝑑) ∉ 𝐼𝑜

𝑘−1} \ {𝑑 ∈ Π
𝐷 [𝐼𝑘−1 | 𝑁𝑘−1] | 𝜙 (𝑑) ∉

𝐼𝑘−1}. Then, there are two cases. The first case is that 𝜙 (𝑑) ∈ 𝐼𝑘−1.
In this case, also 𝜙 (𝑑) ∉ 𝐼𝑜

𝑘−1, by our assumption, and so 𝜙 (𝑑) ∈
𝐼+
𝑘−1 (by Corollary 3.4). Therefore, 𝑑 would be removed by the

sparsification term which removes all tuples that are in 𝐼+
𝑘−1. The

second case is that 𝑑 ∉ Π𝐷 [𝐼𝑘−1 | 𝑁𝑘−1]. In this case, one of the

body tuples of 𝑑 is in 𝐼𝑜
𝑘−1 \ 𝐼𝑘−1 (or in 𝑁𝑜

𝑘−1 \ 𝑁𝑘−1, which implies

also that it is in 𝐼𝑜
𝑘−1 \ 𝐼𝑘−1), which equals 𝐼−

𝑘−1 (by Corollary 3.4).

Therefore, 𝑑 ∈ Π𝐷 [𝐼𝑜
𝑘−1 | 𝑁

𝑜
𝑘−1 | 𝐼

−
𝑘−1], and since 𝜙 (𝑑) ∉ 𝐼𝑜

𝑘−1 by
assumption, it would be removed by the deletion term.

Now, for the opposite case, consider a derivation 𝑑 ∈ N𝐷
𝑘
\N𝐷𝑜

𝑘
.

We want to show that this derivation is inserted by one of the

four terms. By definition, 𝑑 ∈ {𝑑 ∈ (Π𝐷 [𝐼𝑘−1 | 𝑁𝑘−1] | 𝜙 (𝑑) ∉
𝐼𝑘−1}\{𝑑 ∈ Π𝐷 [𝐼𝑜

𝑘−1 | 𝑁
𝑜
𝑘−1] | 𝜙 (𝑑) ∉ 𝐼𝑜

𝑘−1}. Like the deletion case,
there are two cases. The first is that at least one of the body tuples

of 𝑑 are in 𝐼𝑘−1 \ 𝐼𝑜𝑘−1. Then, this tuple is in 𝐼+
𝑘−1, and therefore,

𝑑 ∈ Π𝐷 [𝐼𝑘−1 | 𝑁𝑘−1 | 𝐼+𝑘−1]. Since 𝜙 (𝑑) ∉ 𝐼𝑘−1 by assumption,

then 𝑑 will be inserted by the insertion term. The second case is if

𝜙 (𝑑) ∈ 𝐼𝑜
𝑘−1. Then, since 𝜙 (𝑑) ∉ 𝐼𝑘−1, 𝜙 (𝑑) ∈ 𝐼𝑜𝑘−1 \ 𝐼𝑘−1 = 𝐼−

𝑘−1. If
the first case doesn’t hold, we know that all of the body tuples are

not in 𝐼𝑘−1 \ 𝐼𝑜𝑘−1, and therefore, they must all be in 𝐼𝑜
𝑘−1. Therefore,

𝑑 ∈ Π𝐷 [𝐼𝑜
𝑘−1 ∩ 𝐼𝑘−1 | 𝑁𝑘−1]. Since 𝜙 (𝑑) ∉ 𝐼𝑘−1 by assumption, 𝑑

would be inserted by the re-discovery term. □

B ADDITIONAL EXPERIMENTAL DATA
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1728
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1736
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1738
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Benchmark Engine Updates Epoch 0 (sec) Epoch 1 (-) (sec) Epoch 2 (+) (sec) Memory (MB)

doop Soufflé-elastic(update) 10 64.53

min 0.20

max 5.62

min 0.20

max 0.42 7486.5

100 66.22

min 4.63

max 13624.27

min 0.38

max 2.98 7497.4

400 - - - -

700 - - - -

1000 - - - -

Soufflé-counting 10 113.64

min 0.50

max 1.00

min 0.50

max 1.11 9116.2

100 116.00

min 0.78

max 9.05

min 0.77

max 9.49 9131.4

400 114.00

min 10.20

max 632.30

min 10.90

max 695.00 9540.6

700 113.81

min 21.26

max 129.37

min 22.60

max 147.66 9539.8

1000 116.92

min 14.40

max 428.29

min 16.70

max 500.99 9917.3

DDLog 10 164.53

min 0.07

max 1.85

min 0.02

max 1.67 17495.4

100 167.83

min 2.57

max 102.51

min 2.30

max 110.29 20682.4

400 169.45

min 90.65

max 145.37

min 101.38

max 146.70 25002.1

700 164.86

min 115.14

max 205.84

min 129.22

max 185.37 26350.2

1000 167.35

min 149.71

max 232.32

min 148.30

max 205.08 27230.5

crdt Soufflé-elastic(update) 10 1.99

min 1.64

max 1.74

min 1.45

max 1.51 338.7

40 1.96

min 1.93

max 2.10

min 1.67

max 1.78 345.7

70 1.96

min 2.32

max 2.68

min 2.01

max 2.58 349.3

100 2.00

min 2.51

max 2.90

min 2.05

max 2.65 351.8

Soufflé-counting 10 2.98

min 1.58

max 1.69

min 1.62

max 1.74 331.4

40 3.02

min 1.83

max 1.99

min 1.80

max 2.00 336.6

70 3.10

min 2.15

max 2.32

min 2.11

max 2.34 338.6

100 2.92

min 2.21

max 2.47

min 2.19

max 2.49 341.6

DDLog 10 8.52

min 0.71

max 5.97

min 0.69

max 5.74 804.5

40 8.61

min 4.69

max 6.56

min 4.47

max 6.72 825.4

70 8.59

min 7.02

max 7.36

min 6.78

max 7.33 833.1

100 8.50

min 7.29

max 7.62

min 7.08

max 7.28 851.8

galen Soufflé-elastic(update) 10 60.69

min 2.48

max 20.29

min 0.17

max 0.24 5666.9

10000 59.64

min 37.16

max 94.22

min 0.29

max 0.62 5676.2

40000 - - - -

70000 - - - -

100000 - - - -

Soufflé-counting 10 415.63

min 0.40

max 1.44

min 0.53

max 1.64 14595.4

10000 415.05

min 147.14

max 203.44

min 146.88

max 239.68 15799.4

40000 422.35

min 568.20

max 902.38

min 612.21

max 977.07 18776.6

70000 411.63

min 996.40

max 1130.46

min 1025.11

max 1216.50 20027.0

100000 414.45

min 1131.57

max 1602.21

min 21.03

max 1377.78 20671.6

DDLog 10 152.09

min 0.09

max 0.20

min 0.06

max 0.09 15602.4

10000 154.10

min 19.69

max 28.02

min 20.78

max 27.14 16771.1

40000 152.70

min 74.72

max 96.72

min 77.23

max 99.10 22027.8

70000 154.10

min 107.76

max 130.03

min 110.19

max 132.05 24195.4

100000 157.96

min 135.58

max 160.32

min 137.96

max 168.43 25712.8

Table 3: Running times and memory usage for Dynamic Datalog Benchmarks, each min and max value denotes the minimum
andmaximum runtimes over 5 different datasets of the corresponding update size, - denotes timeout, and variations in Epoch
0 runtime are due to re-runs of the experiment
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