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Abstract—The success of deep learning techniques in diverse
fields has prompted research into their application for automatic
software vulnerability discovery. The first step in the design of
a deep learning based vulnerability detector fundamentally
involves selecting an appropriate binary representation. A
second challenge arises from the need to automatically localize
the vulnerability to specific instructions, so as to allow for
better detection and to enable downstream applications such
as triage and patching.

In this paper, we propose BinHunter, an automated tool for
vulnerability discovery in binary programs. BinHunter leverages
a new graph representation derived from slices of the combined
control and data dependency graphs of a binary executable,
and can learn code properties by propagating information
through the graph edges. This representation enables graph
convolutional network (GCN) learning algorithms to both detect

and pinpoint the locations of vulnerabilities in binary programs.

We evaluate our approach both using the Juliet test suite
and a dataset consisting of historical CVEs from the Debian
packages. In both evaluations, we observe that BinHunter is
significantly more effective than the baselines: On the Juliet
test programs, our model has 6.77%, 26.53%, 24.65% and
41.59% higher true positive rates and 19%, 47.64%, 31.47 % and
39.82% lower false positive rates than our baselines respectively

(Bin2vec [1], Asm2vec [10], Genius [12] and Jtrans [46]).

Furthermore, our model is able to detect 17 of 21 bugs from
the Debian dataset, Bin2vec detects 2 bugs, and the remaining
three baselines are unable to detect any vulnerabilities at all.

Index Terms—Vulnerability discovery, deep learning, graph
convolutional networks
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1. Introduction

The frequent unavailability of source code and the
diversity of programming languages used to build software
necessitates techniques that can directly detect vulnerabilities
from the compiled binary versions of programs. Researchers
have explored a range of static and dynamic techniques for
vulnerability discovery in binaries.

Among static analysis techniques, signature-based ap-
proaches [5], [29], [33], [48] rely on pattern recognition.
Since these approaches define specific rules for each vul-
nerability type, they can detect only certain kinds of vul-
nerabilities and are sensitive to binary code alterations.
More recently, machine learning-based techniques have
been proposed that rely on manual feature extraction for
vulnerability discovery [11], [12], [15], [17], [20], [47]. In
this context, deep learning-based techniques promise to free
researchers from manual feature extraction necessary for
conventional (non deep-learning-based) methods and have
demonstrated promising outcomes across various domains [3],
[4], [18], [19], [36], [39], [41].

On the other hand, applying deep learning methods [1],
[10], [42], [45] for vulnerability discovery raises other types
of questions: How do we represent the program, determine
the granularity (statements, basic blocks, functions, etc.)
at which detection is performed, and what neural network
model do we use? Most function-level techniques [1], [10],
[12], [20], [30], [47] build on sequence-based models from
natural-language processing (NLP), and do not directly access
information about data and control dependencies (for e.g.,
user-controlled inputs being passed to a database without
sanitization) that more directly indicate the presence of vul-
nerabilities. As a consequence, most of these techniques have
focused on tasks such as function similarity or plagiarism
detection.

Because vulnerabilities are often confined to specific
instructions within an otherwise large function, function-level



techniques are prone to overfitting to the function semantics
rather learning the root cause of vulnerabilities. Furthermore,
even when function-level detection is successful, manual
effort is needed to locate the vulnerable instructions for
triage and patching.

We propose BinHunter, a novel graph-based representa-
tion of a binary program derived from the sliced program
dependence graph (PDG) that contains both data and control
dependencies. Our contributions are:

1) We introduce a novel graph representation derived from
the PDG, and which encapsulates both data and control
dependencies. We show how a graph convolutional net-
work (GCN) directly operating over this graph can learn
program properties by propagating information through
its edges.

2) We propose a slicing technique to extract subgraphs from
the PDG which not only facilitates bug detection, but
also helps in pinpointing its root cause.

3) We construct a dataset of CVEs by correlating the
database of Debian snapshots with the National Vulner-
ability Database (NVD). Each of these CVEs includes
information about the vulnerability type (“CWE”, or the
Common Weakness Enumeration), its precise location
(including function name, line numbers and affected
binary instructions), and versions of the vulnerable and
patched function (both at source and binary levels). To
the best of our knowledge, this is the first such publicly
available dataset.

4) We evaluate BinHunter on this dataset and compare it
to a set of four state-of-the-art baselines: Bin2Vec [1],
Asm2vec [10], Genius [12] and Jtrans [46]. We show that
our system consistently outperforms all four baselines,
both on our dataset and when applied to the Juliet test
suite [32].

The rest of this paper is organized as follows: We start
with a review of related work in Section 2. We then provide
the design overview of BinHunter in Section 3. We present
the implementation details and the results of our experimental
evaluation in Sections 4 and 5 respectively. We then briefly
discuss potential limitations of our technique in Section 6.

2. Related Work

Researchers have extensively studied software vulnera-
bility discovery using both static [1], [5], [10]-[12], [17],
[29], [301, [33], [45], [47], [48] and dynamic [14], [50],
[52] analysis. In this section, we review static analysis
for vulnerability detection in binaries; for a comprehensive
survey of deep learning based vulnerability detection at the
level of source code, we refer the reader to [7].

2.1. Deterministic Methods

Researchers have developed tools that employ signatures
and rules to identify vulnerabilities. Both VulMatch [29]
and BinXray [48] derive vulnerability signatures based
on differences between vulnerable and patched versions

of code. Similarly, UbSym [5] defines specifications to
identify potentially vulnerable segments of the program, and
then applies targeted symbolic execution to find memory
corruption vulnerabilities. Unsurprisingly, these methods are
sensitive to code modifications and compiler optimization
levels, and they require frequent reformulation of rules for
different vulnerabilities and compiler options.

2.2. Conventional Machine Learning Methods

Conventional machine learning methods rely on manually
extracting a set of features from binary programs. For
instance, Genius [12] introduced the Attributed Control Flow
Graph (ACFG), which extracts a statistical and structural
feature set from basic blocks. Other techniques, including
Gemini [47], BugGraph [20], and Vulseekerpro [15] have
also used ACFGs for their models.

Genius used spectral clustering [35] and a graph matching
algorithm on ACFGs and calculated the distance between a
new sample ACFG from the test set and cluster centroids. To
reduce the computational cost of Genius’s graph matching,
Gemini transformed each ACFG into a vector using the
Siamese architecture [6] and the structure2vec [9] model.
Meanwhile, Vulseekerpro outperformed Gemini by employ-
ing a two-step filtering algorithm. Vulseekerpro is a bug
search engine that eliminates functions dissimilar to the
target function and selects the top M similar functions. It
then reorders the selected functions to identify the top NV
matches using dynamic analysis.

DiscovER [11] and VDiscover [17] both extract a set
of manually identified features from functions. For instance,
DiscovER extracts numerical and structural statistics, such
as the number of instructions and the size of local variables.
Similarly, VDiscover utilizes a combination of static and
dynamic properties—such as a set of calls to standard C
libraries—to classify functions as vulnerable or benign.

All of the methods mentioned in this section apply
machine learning algorithms to a set of manually extracted
features. Since manual feature extraction relies on human
effort and knowledge, it is time-intensive and imperfect. It
also requires new feature engineering as new vulnerabilities
arise. In contrast, our approach applies deep learning to
automatically craft important features during training. This
minimizes the human effort for model development and
makes retraining easy to capture new vulnerabilities.

2.3. Deep-Learning-Based Methods

Due to the outstanding performance of deep learning
in other domains, researchers have begun to explore its
applications to software vulnerability discovery. Two main
challenges when using deep learning-based approaches [10],
[30] are the choice of representation of the binary program,
and the granularity level at which training and testing are
performed. We review the history of deep learning based
methods from these two aspects, and provide a comparative
summary in Table 1.



TABLE 1: Comparison of deep learning based binary vul-
nerability detectors.

Method Localization Code Properties Model
Asm2vec [10] No Ctrl flow PV-DM
Bin2vec [1] No Ctrl flow GCN
BVdetector [45] Yes Ctrl and data deps ~ word2vec
Zeek [42] No Data flow proc2vec

BinHunter Yes Ctrl and data deps GCN

2.3.1. Granularity of detection. Vulnerabilities typically
only affect a subset of a body of a given function in a binary.
Based on the granularity of representation, we can distinguish
coarse-grained and fine-grained detectors, depending on
whether they operate at the level of a whole function or
parts of each function. The majority of methods work at
function-level granularity, and therefore cannot pinpoint
the vulnerability location within the function. Examples
include Asm2vec [10], which converts binary functions into
vector representations using the PV-DM model [24], and
Bin2vec [1].

The lack of fine-grained localization limits their effec-
tiveness in downstream tasks such as triage and patching.
Moreover, real-world programs often consist of large func-
tions. In this situation, there is a risk that the classifier is
unable to precisely identify the aspects of functions related
to vulnerability and mistakenly learns parts of the function
semantics instead. We will see evidence of such over-fitting
in our ablation study in Section 5.4.

To achieve fine-grained vulnerability detection, re-
searchers leverage program slicing techniques. BVdetec-
tor [45] learns vulnerability patterns from program slices de-
rived from calls to API/library functions. Moreover, Zeek [42]
converts code fragments into vector inputs. Each code
fragment contains all sets of instructions that contribute
to the value of a variable. This way, when a vulnerability is
detected it can be localized to vicinity of specific API/library
calls (BVdetector) or to program segments required for a
variable calculation (Zeek). Nevertheless, the main shortcom-
ing in these methods is the chosen program representation
(word2vec and proc2vec respectively) cannot reliably capture
long-range dependencies among program elements.

2.3.2. Program representation. The second challenge with
deep-learning-based approaches is therefore the choice of
program representation. Most models represent the binary
program as a textual sequence of assembly instructions and
rely on sequence-based models such as recurrent neural
networks (RNNs) or long short-term memories (LSTMs) to
learn classifiers [2], [28].

BVdetector [45] and Schaad et al. [40] use word2vec [8]
to transform binary instructions into vectors and learn code
representation. In contrast, instruction2vec [25] embeds each
assembly instruction into a vector and uses TextCNN [21]
to learn both vulnerable and patched functions.

Asm2vec [10] uses the PV-DM [24] model. PV-DM [24]
is an extension of the word2vec model and can jointly learn
representations of words and paragraphs.

In contrast to purely sequence-based models such LSTMs
and BiLSTMs, structured models such as TreeLSTMs and
GCNs hold promise in using information derived from
program analyzers. For example, the graph embedding used
by Bin2vec captures control flow. In contrast, our present
model, BinHunter is able to capture both data and control
dependencies, and consequently significantly outperforms
Bin2vec in our experiments.

3. The Design of BinHunter

We describe our insight and innovations in Section 3.1.
BinHunter starts by constructing the program dependence
graph (PDG), as described in Section 3.2. It then slices the
PDG into smaller code segments, to facilitate localization
of vulnerabilities, as described in Section 3.3. An overview
of the workflow is shown in Figure 1.

3.1. Insight and Innovations

The central problem that we solve using BinHunter is to
identify and localize vulnerabilities within binary executables.

Insight #1: We need both control and data dependencies.
Vulnerabilities often arise because a user-controlled input
may drive program execution to an unintended path or it
may influence the value of some critical variable. Thus,
accurate detection of vulnerabilities requires both control
and data dependency between binary code statements. Our
first innovation resides in a novel graph that captures both
forms of information in our representation of binary code,
and using this information to learn the vulnerability classifier.
As we will show in our experiments, removing either form
of information reduces detection accuracy.

Insight #2: We need small code segments for learning.
Our goal is to produce suitable segments of binary code for
training and classification, so that we can precisely localize
a given vulnerability. Many vulnerabilities arise due to only
a small subset of the code within a function. Despite this,
the vulnerability may be spread across multiple basic blocks
in distant portions of the code. These two simultaneous
characteristics make vulnerability detection difficult, because
it is challenging to fune the detector to patterns specific to the
vulnerability, rather than to the large body of surrounding
code. Our second innovation is our introduction of PDG
slicing, which greatly improves localization of identified
vulnerabilities, when compared to use of whole functions for
machine learning. Traditionally, such localization requires a
significant manual effort that BinHunter is able to automate.
Furthermore, PDG slicing also helps to improve classifier
accuracy, as learning occurs over instructions specific to the
vulnerability rather than the surrounding code.

3.2. Obtaining the Program Dependence Graph

BinHunter operates on an intermediate representation (IR)
of the executable produced by a binary analysis engine. The
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Figure 1: An overview of the BinHunter workflow.

0x101265:(unique, 0xef80, 8) COPY (register, 0x28, 8)

0x101265:(register, 0x20, 8) INT_SUB (register, 0x20, 8) , (const, 0x8, 8)
0x101265: --- STORE (const, 0x1b1, 4) , (register, 0x20, 8) , (unique, 0xef80, 8)
0x101265:(register, 0x20a, 1) COPY (const, 0x0, 1)

Figure 2: p-code statements corresponding to the assembly
instruction: 0x101265: push rbp.

IR specifies each assembly instruction in terms of its opcode,
operands and destination. These operands and destinations
may either be registers, constants, memory locations, or
intermediate values arising during disassembly. We show an
example of this IR in Figure 2.

For formal definitions of control and data dependency
graphs (CDG and DDG), we point the reader to the classic
reference [13]. Informally, we say that a basic block B
in a function is post-dominated by another block B, if
every path from B; to the exit node passes through Bs.
Subsequently, we say that the basic block B is control-
dependent on another basic block B; if Bj is not post-
dominated by B, but there is a path from B; to By along
which every intermediate block Bs is post-dominated by
Bs. In other words, the result of evaluating block B; can
determine whether or not Bs is eventually executed. Binary
analysis engines typically either directly provide the CDG
or provide APIs to either determine post-domination, from
which we can manually construct the CDG.

We construct the DDG using APIs provided by the binary
analysis engine. There is a data dependence between two IR
statements s; and se if sy may use the value produced
as a result of executing s;. We note that determining
accurate CDGs and DDGs are intractable problems in binary
analysis, because binaries often lack complete information
about variable sizes, types and possible values, and all
this information influences control paths and data flows.
In this work we rely on imperfect versions of CDG and

DDG, supplied by binary analysis engines. Our evaluation
shows that these versions still perform well for vulnerability
detection and localization.

Finally, we observe that the CDG and the DDG are
produced at different levels of granularity, where the CDG
contains edges between basic blocks, and the DDG contains
dependencies between different variables in the IR state-
ments. See Figure 3 for an example of this difference in
granularity, where control dependencies are shown as edges
between basic blocks, and data dependencies are shown using
differently colored variable names.

3.3. PDG Slicing

Our goal is to extract subgraphs of the PDG that pre-
cisely capture individual vulnerabilities. Having too many
instructions in these code segments can cause the model
to learn irrelevant patterns from surrounding code, while
having too few instructions might fail to capture the data and
control dependencies necessary to trigger the root cause and
thereby jeopardize classification accuracy. We use different
techniques to slice the PDG at training and at test time.

During training, we assume that we have access to a
large, labeled dataset of vulnerabilities and the corresponding
source code for vulnerable and patched binaries. We construct
slices that precisely capture vulnerabilities as follows. We
start by consulting the DWARF debugging information for
the pair of binaries, and obtain a seed set 1}y of vulnerable
instructions. We then expand this set of instructions to also
include all forward V; and backward V}, data dependencies
within the function being analyzed, resulting in a subgraph
of the PDG that precisely captures the vulnerability.

For example, consider the following sequence of instruc-
tions:

Ll: w a + 5
L2: x a +1
L3: z a + 2
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Figure 3: Approaches to slice the PDG at training and test time. Each basic block consists of a sequence of P-code
operations, and the edges between basic blocks indicate control dependence edges. We illustrate data dependencies using
differently colored varnodes (registers, temporaries, etc.). For instance (register, 0220, 8) is used in instructions 0x101275,
0x101276, 0x101279, 0x101280, 0x10128c showing the data dependency between these instructions. Training-time slices are
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reachability. Four such slices will be extracted from this PDG, starting from assembly offsets 0x1277, 0x1280, 0x128c and
0x1290 respectively. Only the slice starting from 0x128c is shown.

L4: y = a + 5
L5: y :=w + 3
L6: x :=y + z // <——Modified in patch
L7: ¢ = x + 3
L8: d :=c + w

One may imagine each of these instructions as corresponding
to an IR statement, such as:
0x20, 8)
(register,
(register,

(register,
INT_ADD 0x28, 8),

0x30, 8)

Furthermore, say that the assignment L6: x := y + z
was modified in the patch. In this case, Vo = {L6}, and
Vi, = {L3,L5}. Similarly, V} is the set of IR statements
which are data-dependent on some statement in Vj. In our
example, Vy = {L7}. V, UV; UV, may be thought of as the
set of instructions relevant to the vulnerability. At the end
of the training run, we define n to be the average number of
assembly instructions contained in Vo UV UV;. We visualize
this process in Figure 3.

On the other hand, this approach would not work at
test time, because we would not have a priori knowledge
of vulnerability locations and stripped binaries would not
have any external information for slicing. We instead rely
on the observation previously made by BVDetector [45] that
snippets of vulnerable code frequently include calls to 1ibc
and other external libraries. We start separately from each of

these external library calls in the test program and traverse
the DDG in both forward and backward directions. We use
the average number of instructions n previously computed
from the training data to determine the size of each subgraph
to be extracted at test time. Formally, for each external
function call instruction c in the function body F’, we define
the seed set of vulnerable instructions as Sy = {c}. Next, by
following the DDG in the forward direction, we construct
the set Sy of instructions, which are reachable from one of
the arguments of ¢ and, by walking in the reverse direction,
recover the set S, of instructions from which one can reach
some argument of c. We truncate both Sy and .Sy to have no
more than n/2 assembly instructions each (so that Sy U S,
collectively contains no more than n assembly instructions).
We submit each of the truncated slices Sy U Sy U S; thus
obtained to the classifier. As we show in Section 5.6, this
slicing heuristic is very effective in identifying candidate
instructions for subsequent classification using the GCN.

In contrast to prior work which also slices the pro-
gram [26], [27], [45], the main novelty of our approach
is in: (a) using the library call heuristic only at test time,
and (b) additionally using data dependencies to precisely
target instructions for inclusion in the extracted subgraphs.
This allows for accurate production of PDG slices at training
time and thus improves the accuracy of our model.



3.4. The Graphical Program Representation

After obtaining the sliced PDGs from the functions being
classified, we use graph convolutional networks (GCNs) [22]
to train classifiers that can distinguish between vulnerable
and bug-free programs. GCNs operate over graphs that can
be described as a pair consisting of an adjacency matrix and
an assignment of feature vectors to each vertex of the graph.
The main challenge that arises in our application is that,
depending on the granularity at which the PDG is constructed,
each of its nodes will itself have a complex structure. For
example, each basic block consists of a sequence of binary
instructions, and each instruction in turn consists of an
operator applied to several operands. Traditionally, in order to
encode these structures into a form suitable for classification
and learning, researchers have relied on a range of hand-
crafted features. For example, the attributed control flow
graphs (ACFGs) of Genius and Gemini involve associating
each basic block with a set of manually derived statistics,
such as the number of instructions, number of calls, or
number of arithmetic instructions that it contains.

In contrast, for vulnerability detection in source code,
systems such as Devign [51] rely on an abstract-syntax-
tree-like (AST-like) representation augmented with control
dependence and data flow edges [49]. Inspired by these
techniques, we use the intermediate representation of
binary code to construct the abstract syntax tree (AST) for
each basic block in the program slice. Each node in this
AST corresponds to either an operation (e.g., INT_ADD,
COPY, LOAD, etc.) or a var-node. Consequently, there is
an edge from the operation performed in the IR statement
to the target var-node, and edges from each var-node
to IR statements which subsequently use its value. For

example, the IR statement (register, 0x20, 8)
INT_ADD (register, 0x28, 8), (register,
0x30, 8) would have edges from (register, 0x28,

8) and (register, 0x30, 8) to INT_ADD, and from
INT_ADD to (register, 0x20, 8) respectively.

Recall now the granularity difference between data and
control flow information that we previously discussed in
Section 3.2. Specifically, DDG edges connect operands used
in IR statements, while CDG edges connect basic blocks.
Our approach to reconciling this discrepancy is to annotate
each node in the DDG with some scalar representation of the
control dependency information. Motivated by the idea that
each basic block in the CDG between the start of the function
and the current node can potentially determine whether or
not the current node will be executed, we posit that the
number of such blocks provides a good scalar encoding of
the control dependence information.

We perform a breadth-first search (BFS) over the control
dependence graph to recover the level [ of each node v,
i.e., its distance from the starting block of the function.
We finally obtain a graphical representation of the selected
slice by embedding this control dependency level into each
node of the AST, thus resulting in the compound node v;, as
illustrated in Figure 4. Our ablation study in Table 3 indicates

that this data is unambiguously helpful in vulnerability
detection across all CWE categories.

3.5. Training the Classifier

Feature extraction. For each function slice under consid-
eration (either in training or in test), we construct a graph
with a symmetric adjacency matrix, which describes data
dependencies from the AST. To extract the features for each
node, we consider the set of all nodes across all AST graphs
constructed during training. Recall that each of these nodes
has a label of the form wv;, where v is an element of the
original AST (either an IR opcode or a variable or a constant),
and [ € {0,1,2,...} is its control dependency level. We use
this global catalog of node labels to develop a one-hot feature
encoding for each node in the graph being constructed.

Model setup. Our classifier uses the Kipf GCN architec-
ture [22]. We use the reference implementation, which we
have modified to run on TensorFlow 2.8.0. Our model
consists of three layers with 128, 128 and 64 dimensions
respectively. The learning rate and batch size are set of
0.001 and 64 respectively. In evaluation, depending on the
CWE type, we select the number of epochs from the set
{20, 30,50} by optimizing over the validation set.

4. Implementation Details

We implemented BinHunter using Ghidra [16] to lift
the binary instructions into a language- and architecture-
independent intermediate representation called the P-
code [34]. Next, we use the Ghidra APIs to recover the
control dependence graph (CDG), and data dependence graph
(DDG) for the selected functions in the binary. We have
shown an example of the combined program dependence
graph (PDG) in Figure 3.

Our next step is to apply PDG-slicing. In our evaluation
we train the BinHunter classifier using programs from the
Juliet dataset. The training programs use preprocessor macros
to switch between buggy and bug-free versions of the code,
and also include detailed comments regarding the location
of the vulnerability. We map the implicated source lines into
binary offsets using DWARF debug entries, thereby providing
a very accurate seed set V[, of vulnerable instructions for
training.

Comments on the running time. In terms of asymptotic
complexity: Classical algorithms can construct the PDG
in time O(N?), where N is the number of IR statements
in the function. The subgraph slicing heuristic performs a
graph traversal from each call node, thus contributing to a
total running time of O(kN'), where k is the number of call
statements within the function body. The final Kipf classifier
runs in time linear in the number of edges in the graph being
evaluated.  In terms of wall-clock running time: Obtaining
the PDG from Ghidra required an average of 72.61 seconds
per function drawn from the real-world dataset, while the
subsequent slicing and model evaluation was completed in
an average of 3.59 seconds per function.
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S. Experimental Results

Our implementation of BinHunter consists of approx-
imately 3,700 lines of Python 3 code and 400 lines of
Bash script, and is divided into two principal components.
The first component interfaces with Ghidra to extract PDGs
and operates using the Ghidrathon [31] Jython-to-Python
bridge. We use the pyelftools library to parse the
DWAREF structure, to obtain binary offsets. We performed
all experiments on a Linux server with 256 GB RAM and
an Intel Xeon E5-1650 CPU with 12 cores. Our evaluation
focused on answering the following research questions:
RQ1. How effective is BinHunter at detecting vulnerabilities

in both the Juliet test suite and in real-world binary
programs?

RQ2. How do various model features, such as slicing,
inclusion of data dependency and control dependency
features, influence the overall performance of the
model?

RQ3. Can BinHunter effectively localize vulnerabilities in
functions?

RQ4. Why is slicing based on calls to 1ibc effective for
detecting vulnerabilities?

Artifact availability. The BinHunter source code and our

evaluation dataset may be downloaded from https://github.
com/SimaArasteh/binhuntertool/tree/main.

5.1. Benchmarks

We evaluate BinHunter using the Juliet test suite [32] and
using a corpus of historically vulnerable Debian packages.

The Juliet test suite. The Juliet Test Suite is a balanced, la-
beled dataset that consists of vulnerable and patched versions
of C, C++, and Java programs [32]. These programs contain
examples of 118 different CWEs, including various types of
buffer overflows and integer overflows. We focus on samples
of C and C++ programs, for which the distribution provides
preprocessor macros to switch between the vulnerable and
patched versions of the program.

We split the Juliet dataset for each CWE into training,
testing, and validation sets at the ratio 70 : 15 : 15. We
subsequently focus on CWEs for which there are at least
100 samples in the test set, and where the patch involves
changes to a single function. This yields 17 CWEs and
24,725 binaries. We show the aggregate statistics for the
subset of the Juliet test suite, which we use, in Table 2.

Corpus of historical CVEs (Common Vulnerabilities and
Exposures). To measure the effectiveness of BinHunter in
identifying vulnerabilities in real-world binary programs, we
crawled the Debian snapshot archive [38]. We identified
packages containing security patches that fix specific CVEs,
and manually localized the functions and lines of code
being changed in each case. We correlated this information
with the NVD vulnerability database [37] to determine
the implicated CWE. Through this process, we collected
a corpus of 24 CVEs across 15 Debian packages, spanning
the time period 2015-2022. We built each of these packages
using debootstrap (to obtain the historically appropriate
version of Debian) and by using the Debian package mainte-
nance tool quilt (to apply or withhold the specific patch
that fixes the CVE). We thus obtained a balanced dataset of
real-world binaries in which specific functions were known



to have or not a given vulnerability. We show the list of
CVEs for real-world evaluation in Table 4.

To the best of our knowledge, this is the first such dataset
of CVEs, which includes weakness type, affected locations
(both at the source and binary levels), and with vulnerable
and patched versions of binaries.

TABLE 2: Chosen vulnerability categories from the Juliet
test suite. A preprocessor macro provides vulnerable and
non-vulnerable versions of each program. We compiled
programs with and without this macro, and divided the
resulting functions into training, testing, and validation sets,
whose respective sizes we present below.

CWE Training Testing Validation
CWE-121 1987 426 426
CWE-122 2195 471 470
CWE-124 659 142 141
CWE-126 499 107 107
CWE-127 659 142 141
CWE-190 2216 476 475
CWE-191 1639 352 351
CWE-369 622 134 133
CWE-400 478 103 102
CWE-401 912 196 196
CWE-415 492 106 106
CWE-416 492 106 106
CWE-476 464 100 100
CWE-590 1176 252 252
CWE-630 478 103 102
CWE-690 536 115 115
CWE-762 1796 386 385

5.2. Baselines

We compare BinHunter to four existing models which
aim to detect vulnerabilities in binary programs: Bin2vec [1],
Asm2vec [10], Genius [12] and Jtrans [46]. We selected
these baselines for the vulnerability discovery task as they
each employ comparable methodologies, enabling a direct
and meaningful comparison of their respective efficiencies
and accuracies in this context.

The first baseline, Bin2vec, is a binary classifier which
must be trained separately for each class of vulnerabilities. In
contrast, the remaining three baselines, Asm2vec, Genius and
Jtrans are primarily binary search tools. Notably, the original
evaluations of these tools in the respective publications [10],
[12], [46] also include measurements of their effectiveness
for vulnerability discovery in binaries. These three baselines
apply different techniques: Bin2vec applies GCNs to the
inter-procedural CFG extracted from the binary; Asm2vec
leverages an NLP model to train vulnerabilities at the granu-
larity of individual functions; Genius has a set of hardcoded
features which are manually extracted from the CFG, and
passed through a clustering algorithm to identify vulnerable
functions; and Jtrans combines a token embedding derived
from the assembly instructions with a jump embedding
describing control flow information.

We now discuss the evaluation and setup of each system.
Note that we use the same partition of functions into training,
testing, and validation sets for BinHunter and the baselines.

Bin2vec. We use the same settings (number of GCN layers
and training parameters: epochs, learning rate, and batch size)
as used in the original Bin2vec evaluation, and separately
learn a classifier for each class of vulnerabilities.

Asm2vec. We use the Asm2vec implementation available
from [23]. Note that Asm2vec is primarily a bug search
engine. We use the system to detect vulnerabilities as follows:
we supply each test function to the search engine to search
for similar functions in the training repository. Recall that the
training functions consist of vulnerable and patched programs
from the Juliet test suite. We then classify the test function as
being vulnerable if at least half of the top 15 search results
were vulnerable. We also note that this setup is analogous
to the setup used by the Asm2vec developers in their own
evaluation of its effectiveness in vulnerability detection (See
Section 5.4 of [10].

Before evaluating the performance of Asm2vec on the
Juliet test suite, we use the validation set to identify the best
values of the model parameters. This includes the dimension-
ality of the PV-DM neural network and the learning rate. We
evaluate the model parameters by performing a grid search
over the sets {50,100,150,200} and {0.05,0.025,0.01}
respectively, and choose the setting which performs the
best. On the other hand, the limited number of Debian
packages precludes the possibility of a validation loop. When
running the Asm2vec baseline on this dataset, we therefore
use all combinations of parameter values, and report the best
classification results ever achieved.

Genius. We use the Genius implementation available
from [44]. The system uses the IDA Pro disassembler to
extract CFGs from the binary, and uses them to construct a
subsequent data structure called an attributed CFG (ACFG).
We updated the Genius implementation to support the latest
version of IDA Pro.

Note that Genius is also a bug search engine similar to
Asm2vec, and so we employ a similar technique to use it
for vulnerability discovery, i.e., searching through the Juliet
repository for functions similar to the sample being classified,
and declaring it to be potentially vulnerable if at least half of
the top 50 search results are vulnerable. Before measuring the
classification performance of Genius, we use the validation
set to tune the hyper-parameters (i.e., code-book size, chosen
from the range {16, 32, 64,128}).

Jtrans. In their original evaluation, the Jtrans developers
measured the ability of their system to detect vulnerabilities
across versions of a function compiled with different opti-
mization levels. They utilized a corpus of vulnerable binaries
compiled with different compilers, compilation flags, and
optimization levels. In this corpus, they grouped different
versions of the same function, and trained their algorithm
to mark functions within the same group as similar, and
functions in different groups as dissimilar.

In our setting, on the other hand, we only had one vulnera-
ble and patched version of each binary. While adapting Jtrans
to our setting, (for each vulnerability category) we instead



created just two groups of functions, containing vulnerable
and patched versions respectively. The smaller number of
groups caused some training-time complications with the
default Jtrans implementation, which we resolved through
minor modifications of their source code.

Finally, as with Asm2vec and Genius: At test time, we
requested a ranked list of functions most similar to the
function under test, and based our prediction on whether there
were more vulnerable or non-vulnerable functions within the
top 10 returned results.

5.3. RQ1: Classification Performance

In order to measure their effectiveness in finding vul-
nerabilities, for each CWE category, we trained all systems
on the corresponding training slices of the Juliet test suite.
We chose the respective hyper-parameters by measuring the
effectiveness of the learned classifier on the validation sets
(this includes the number of training epochs for BinHunter,
drawn from the range {20, 30, 50}.

Note that we use DWARF debug information to precisely
identify the vulnerable and patched slices during training. We
also measured the average number of vulnerable instructions
in the training programs to determine the optimal slice size
for each CWE, which we report in Table 5.

During testing, we use calls to 1ibc as a heuristic to
preselect potential locations of vulnerabilities, as discussed
in Section 3.3. Depending on the number of these calls in
the function being classified, we extract a varying number
of slices from each test program. We identify buggy slices
by examining their overlap with the known binary offsets of
the vulnerability in question. These offsets were determined
using comments in the source code of the Juliet programs,
and by identifying program locations that were modified by
patches applied to the historical vulnerabilities for real-world
dataset. We then determined whether the classifier correctly
classified the slice, and summarized the results for each
function by declaring it to be correctly classified exactly
when all of its constituent slices were correctly classified.
We repeated this training-testing process 5 times by shuffling
the data in each iteration, and measured the average test
classification performance. We use two evaluation metrics—
true positive rate and false positive rate—to measure the
performance of BinHunter on both the Juliet test suite and
the historical CVEs. We report these numbers in Tables 3
and 4 respectively.

BinHunter massively outperforms Asm2vec, Genius and
Jtrans across all CWE categories in the Juliet dataset. While
its performance is closer to Bin2vec, it is nevertheless the
best classifier on all but three CWEs (CWE-122, CWE-190,
and CWE-590 respectively). Except for CWE-590, BinHunter
generally outperforms Bin2vec with a lower false positive
rate. On average, BinHunter outperforms the baselines by
6.77%, 26.53%, 24.65% and 41.59% in true positive rates
and exhibits lower false positive rates by 19%, 47.64%,
31.47% and 39.82% respectively.

We remark that Bin2vec is primarily based on analyzing
the CFG of the program. An investigation of the Juliet

programs for CWE-126, CWE-369, CWE-400, and CWE-
690 revealed that samples misclassified by Bin2vec were
primarily distinguished by their patterns of data flow (as
indicated by metadata in the samples and Appendix C of
the Juliet manual [32]). This highlights the importance of
considering both the control and the data dependencies, as
explained in Section 3.4.

We also recall that each vulnerable sample in the Juliet
dataset is accompanied by a patched version: because they
differ in only a small number of ways, the two versions are
likely to be represented by nearby vectors, thereby resulting
in their poor classification performance.

When applied to the corpus of historical vulnerabilities,
we were able to retrieve the target function using the Ghidra
API for 21 of the 24 CVEs.! We further classified each
function’s binary using BinHunter, and using our baselines.
We report classification results in Table 4. Note that Bin-
Hunter is successful for 17 of the CVEs, while Bin2vec only
successfully classifies 2 functions, and Asm2vec, Genius
and Jtrans are uniformly unsuccessful. The data presented
in Table 4 indicates that BinHunter does not successfully
identify vulnerable slices associated with CVE-2019-12109.
Additionally, for CVE-2021-37529, CVE-2022-31291, and
CVE-2017-7395, it incorrectly labels some or all non-
vulnerable slices as vulnerable. The vulnerable functions
of CVEs in Table 4 are quite large. The reliance of Bin2vec,
Asm2vec, Genius and Jtrans on function representations
affects their performance on real-world binaries, while
BinHunter relies on a finer granularity level, which improves
its accuracy.

5.4. RQ2: Ablation Study

Next, we conduct three experiments to study the impact of
different features on the ultimate performance of BinHunter.
First, we remove control dependency information from the
model, and evaluate an alternative model that only operates
on the sliced data dependency graph. We call this model BH\
{CDG}. We then inspect the impact of slicing on the ultimate
accuracy of vulnerability detection using the model BH \
{Slicing}, which learns and performs classification over the
entire functions instead of function slices. Finally, we study
the impact of the data dependency edges on classification
performance. Recall that nodes in the overall BinHunter
graph are connected through data dependency edges, and
information about control dependencies is merely embedded
into each node in the graph. This makes setup of this final
ablation study somewhat challenging. Inspired by the graph
representation in Bin2vec, we construct the AST of each
basic block, augmented with source and sink nodes at its
start and end. We add edges between these start and end
vertices according to the control dependency graph. We
employ a slicing technique similar to the main model, and
denote this derived model as BH\ {DDG}. The accuracy of
these models may be found in the corresponding columns
of Tables 3 and 4.

1. The Ghidra API fails to retrieve the vulnerable function for three
CVEs: CVE-2016-5152, CVE-2016-7163, and CVE-2018-5785.



TABLE 3: Evaluation of BinHunter and the baseline systems on the Juliet dataset. Note that TPR and FPR shows true
positive and false positive rates respectively.

CWE-ID # Slices BinHunter | BH\ {CDG} | BH\ {DDG} | BH {Slicing} Bin2vec Asm2vec Genius jTrans
of BinHunter | TPR FPR TPR FPR TPR FPR TPR FPR TPR | FPR | TPR | FPR | TPR | FPR | TPR | FPR
CWE-121 1329 0.83 0.07 | 0.81 0.29 0.75 0.30 0.85 0.15 082 | 049 | 052 | 043 | 0.67 | 059 | 038 | 0.70
CWE-122 2844 0.81 0.09 | 0.72 0.28 0.74 0.32 0.80 0.08 085 | 029 | 054 | 0.61 | 050 | 0.21 | 0.40 | 0.59
CWE-124 738 0.84 0.04 0.83 0.08 0.83 0.13 0.82 0.10 0.66 | 030 | 0.78 | 0.22 | 055 | 0.61 | 0.27 | 0.40
CWE-126 699 0.86 | 0.07 | 0.83 0.36 0.77 0.46 0.80 0.12 0.63 | 023 | 069 | 037 | 042 | 043 | 037 | 0.55
CWE-127 838 083 | 0.06 | 0.81 0.20 0.79 0.45 0.81 0.17 0.78 | 021 | 0.72 | 0.56 | 0.75 | 0.34 | 031 | 0.47
CWE-190 2851 0.81 0.09 | 0.83 0.17 0.84 0.23 0.83 0.12 085 | 025 | 057 | 0.67 | 052 | 047 | 045 | 0.65
CWE-191 2190 0.88 0.10 0.80 0.12 0.84 0.2 0.81 0.10 0.81 023 | 0.63 | 042 | 049 | 032 | 040 | 0.77
CWE-369 873 0.88 | 0.08 | 0.82 0.15 0.81 0.26 0.87 0.27 0.78 | 031 | 0.58 | 0.57 | 0.67 | 031 | 0.52 | 0.65
CWE-400 864 0.91 0.05 | 0.80 0.18 0.79 0.42 0.89 0.15 0.76 | 031 | 042 | 0.73 | 0.70 | 0.13 | 031 | 0.44
CWE-401 661 0.80 | 0.06 | 0.82 0.16 0.77 0.16 0.81 0.17 0.73 | 021 | 058 | 0.63 | 0.65 | 0.23 | 0.24 | 0.58
CWE-415 356 0.82 0.06 | 0.81 0.06 0.79 0.08 0.78 0.20 0.80 0.1 0.62 | 0.76 | 0.61 0.55 | 0.56 0.3
CWE-416 356 0.82 | 0.05 | 0.72 0.17 0.70 0.23 0.82 0.26 0.76 | 024 | 033 | 0.80 | 059 | 021 | 0.71 | 0.46
CWE-476 156 095 | 012 | 0.86 0.25 0.80 0.36 0.83 0.14 0.80 | 033 | 055 | 046 | 053 | 042 | 0.72 | 0.13
CWE-590 866 0.79 | 0.04 | 0.82 0.01 0.83 0.19 0.86 0.10 0.80 | 0.01 | 0.68 | 0.51 | 0.61 | 0.24 | 0.57 | 0.28
CWE-680 441 0.88 0.03 0.87 0.05 0.85 0.17 0.83 0.15 0.82 | 0.18 | 052 | 043 | 0.68 | 048 | 038 | 0.17
CWE-690 328 0.83 | 0.05 | 0.80 0.02 0.80 0.12 0.82 0.09 079 | 029 | 047 | 0.51 | 059 | 0.56 | 043 | 0.44
CWE-762 1220 0.80 0.03 | 0.77 0.08 0.67 0.03 0.80 0.23 0.75 | 034 | 063 | 051 | 0.62 | 034 | 025 | 0.28

TABLE 4: Classification performance on the corpus of historical vulnerabilities over 5 random runs. We also report the
affected package and implicated CWE. # Slices indicates the total number of slices created by BinHunter. Note that Bin2vec
and Asm2vec fail to execute on CVE-2021-32280, CVE-2018-20190 and CVE-2021-32280 because of a crash in angr.
running on CVE-2019-14818.

Bin2vec also crashes when

CVE Debian CWE-ID BinHunter BH\ {CDG} | BH\ {DDG} | BH {Slicing} Bin2vec Asm2vec Genius jTrans
Package # Slices | TPR | FPR | TPR FPR TPR FPR TPR FPR TPR | FPR | TPR | FPR | TPR | FPR | TPR | FPR
CVE-2015-8871 openjpeg? CWE-416 T i 0 | 04 | 04 0 0 02 0 0 0 0 0 0 0 0 0
CVE-2019-11471 libheif CWE-416 24 1 0 0.6 0 0 0 0 0 - - - - 0 0 0 1
CVE-2020-1983 libslirp CWE-416 22 1 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0
CVE-2020-27841 openjpeg2 CWE-122 13 1 0 0.4 0 0 0 0 0 0.6 0 0 0 0 0 0 0
CVE-2022-1253 libde265 CWE-122 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
CVE-2017-7458 ntopng CWE-476 5 1 0 0.6 0 0 0 1 1 0 0 0 0 0 1 0 0
CVE-2018-20349 r-cran-igraph CWE-476 19 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
CVE-2018-13441 nagios4 CWE-476 3 1 0 0.6 0 0 0 0 0 0 0 0 0 0 0 0 0
CVE-2018-20190 libsass CWE-476 4 1 0 0 0 0 0 0 0 - - - - 0 0 0 0
CVE-2019-18388 virglrenderer CWE-476 17 1 0 0 0 0 0 0 0 1 1 0 0 0 1 0 0
CVE-2019-12110 miniupnpd CWE-476 22 1 0 0.4 0 0 0 0 0 0 0 0 0 0 0 0 0
CVE-2019-12109 miniupnpd CWE-476 7 0 0 0 0 0 0 0 0.2 0 0 0 0 0 0 0 0
CVE-2019-12108 miniupnpd CWE-476 4 1 0 0 0 0 0 0 0.2 0 0.2 0 0 0 0 0 1
CVE-2021-32280 fig2dev CWE-476 9 1 0 0 0 0 0 0 0 - - - - 0 1 0 0
CVE-2020-8003 virglrenderer CWE-415 16 1 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0
CVE-2021-37529 fig2dev CWE-415 5 0 0.33 0 0 0 0 1 1 1 0 0 0 0 1 0 0
CVE-2022-31291 dlt-daemon CWE-415 9 0 0.4 0 0 0 0 0 0 1 0 0 0 0 1 0 0
CVE-2019-14818 dpdk CWE-401 14 1 0 0 0.5 0 0 0 0 - 0 0 0 0 0 0
CVE-2017-7395 tigervne CWE-190 8 0 1 0.66 0 1 1 0 0 0 0 0 0 0 0 0 0
CVE-2020-10722 dpdk CWE-190 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
CVE-2022-48468 | libsignal-protocol-c | CWE-190 20 1 0 0.2 0 0 0 0 0 0 0 0 0 0 0 0 0
The approach without slicing — BH \ {Slicing} — has  5.5. RQ3: Effectiveness in Localization

97.8% of the TPR and 239% of the FPR of the final model,
when applied to the Juliet test suite. On the other hand,
its average TPR over the Debian packages drops to only
18.8% of the final model. This observation highlights the
importance of slicing the PDG when detecting vulnerabilities
in large real-world functions.

The importance of slicing is further highlighted in the
case of BH\{CDG}. Observe that despite performing slightly
worse than BH \ {Slicing} over the Juliet test suite, it has
much greater accuracy in the case of Debian vulnerabilities,
with 52% higher TPR and 62.5% lower TPR than the model
which classified entire functions, BH \ {Slicing}.

Finally, the model BH\ {DDG} performs poorly on both
the Juliet test suite and Debian packages, highlighting the
critical role of data dependency information in discovering
vulnerabilities in these environments.

Next, we attempted to measure how effective BinHunter
is in flagging small slices of the binary as being potentially
vulnerable. For each program, we considered the set of
potentially vulnerable instructions returned by BinHunter
and compared them to ground truth extracted from the patch
and code comments in the dataset. We measured the fractional
overlap between these sets, defined as the values |V N S|/|V|
and [V N S|/|S|, where V and S are the ground truth set
of vulnerable instructions and the program slice flagged by
BinHunter respectively. We present this data in Table 5 for
Juliet test suite and Table 6 for the Debian packages.

Observe that the average values for both quantities exceed
80% and 70% respectively for the Juliet test suite, indicating
that the slices produced are highly correlated with the ground
truth. Also observe that the slices extracted by BinHunter
contain 30 instructions on average, indicating that they are
potentially small enough for subsequent manual analysis.

Over the Debian packages, these measures of localization
effectiveness exceed 80% and 65% respectively. Observe



TABLE 5: Average number of vulnerable instructions in
the training data, and the measured overlap (in %) between
flagged instructions and the ground truth during testing on
the Juliet test suite dataset. Here V and S denote the set of
vulnerable instructions (i.e., the ground truth) and the set of
instructions returned by BinHunter respectively.

CWE-ID  Avg Instructions |V N S|/|[V| |V NnS|/|S|
CWE-121 26 89.49 80.71
CWE-122 26 90.21 76.25
CWE-124 33 90.41 91.17
CWE-126 34 95.23 62.04
CWE-127 30 92.52 63.62
CWE-190 27 80.56 82.31
CWE-191 27 92.32 85.73
CWE-369 29 90.41 80.23
CWE-400 52 88.80 87.86
CWE-401 52 72.44 62.83
CWE-415 15 95.90 90.50
CWE-416 14 85.30 80.70
CWE-476 29 89.33 81.83
CWE-590 17 87.27 92.60
CWE-680 53 90.50 60.51
CWE-690 17 93.39 65.92
CWE-762 16 93.95 71.76

TABLE 6: Measurement of localization effectiveness over
the Debian packages.

CVE-ID VsVl [vns|/s|
CVE-2015-8871 71.42 53.27
CVE-2019-11471 70.29 65.14
CVE-2020-1983 81 63
CVE-2020-27841 87 57.12
CVE-2022-1253 88 61.17
CVE-2017-7458 75 70.20
CVE-2018-20349 82 57.20
CVE-2018-13441 85.21 71.2
CVE-2018-20190 89.41 70.32
CVE-2019-18388 70 54
CVE-2019-12110 76.12 63.24
CVE-2019-12109 78 63.5
CVE-2019-12108 87.25 57.5
CVE-2021-32280 85.29 64.07
CVE-2020-8003 81.32 71.21
CVE-2021-37529 75 55.55
CVE-2022-31291 85.71 66.65
CVE-2019-14818 83.33 61.2
CVE-2017-7395 75.07 57.14
CVE-2020-10722 78.56 74.30
CVE-2022-48468 84.44 64.27

that although these numbers are very large, the value of
|[V'NS|/|S| is smaller than in the Juliet dataset. We speculate
that this is because of the complexity of data dependencies
in real world programs, which forces the algorithm to create
large slices. Nevertheless, these slices remain sufficiently
small to reduce the effort required for subsequent manual
analysis.

5.6. RQ4: Effectiveness of the Slicing Heuristic

As described in Section 3.3, we use calls to external
functions as the locations from which to extract program
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Figure 5: Fraction of vulnerable slices in the Juliet dataset
that contain calls to external functions.

slices for subsequent classification by BinHunter. In order
to assess the effectiveness of this heuristic, we performed an
analysis of the training and testing fragments of the Juliet
dataset, and counted the functions whose vulnerable slices
contain such external calls. We present this data in Figure 5.
The first column shows the measurement over the training
set while the second column presents measurements over
the testing set.

Note that in the specific Juliet programs, these calls
usually target functions in 1ibc. Observe that the heuristic
consistently captures a large fraction of the vulnerable slices:
the heuristic always captures at least 80% of vulnerable slices,
and for 6 of the 17 CWEs in question, the heuristic manages
to capture all vulnerable slices. The CWEs for which the
method has the smallest recall, i.e., CWE-121, CWE-190,
CWE-191, and CWE-369, correspond to stack-based buffer
overflows, integer overflow and underflows, and divide-by-
zero respectively. These vulnerabilities might conceivably be
exploited without calls to external libraries, thus potentially
explaining the lower recall of our slicing heuristic in these
cases.

6. Challenges and Limitations

We now discuss some limitations of our classification
technique, which we plan to address as part of future research.

First, we restricted our focus to intra-procedural vulnera-
bilities. This was primarily due to challenges in recovering
long-range data dependencies. On the other hand, binary
analysis backends such as angr [43] provide some support
for also obtaining inter-procedural data dependencies. We
plan to investigate the feasibility of using this information
for vulnerability detection as part of future work.

Next, BinHunter would be unable to distinguish between
the vulnerable and patched versions of the program if they
only differ in the values of constants, such as lengths of
arrays. Note that this is not just a limitation of our present



technique, but is also a challenge for most other deep learning
based vulnerability detectors. We plan to investigate richer
encodings, which might also provide information such as the
ordering of constants to help address this class of limitations.

7. Conclusion

In this paper, we studied the problem of using graph
convolutional networks for vulnerability detection in binaries.
Our technique, BinHunter, constructs subgraphs of the PDG
to identify relevant portions of the function being tested, and
learns a novel graph representation using the sliced PDG. In
addition to flagging potential vulnerabilities, our technique is
therefore also able to localize the warning to small fragments
of the function being examined. Experiments with programs
from the Juliet test suite and a dataset of vulnerable Debian
packages indicate that our technique outperforms existing
binary vulnerability detectors.
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